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Abstract

In this data science project, pneumonia detection was addressed using
Convolutional Neural Networks (CNNs) applied to chest X-ray images.
With the advancement of deep learning techniques, CNNs have emerged
as a powerful tool for image classification tasks. By leveraging the capa-
bilities of CNNs, this research aims to develop a robust and automated ap-
proach to classifying pneumonia from chest X-ray images, enabling timely
and accurate diagnosis. The study includes comprehensive dataset de-
tails, explores supervised learning principles, and delves into binary clas-
sification techniques. Additionally, the research thoroughly examines the
impact of different image dimensions on the model’s performance, while
utilizing regularization to prevent overfitting. The developed CNN model
achieves high accuracy on both the training and validation datasets, show-
casing its potential in pneumonia detection. In addition to the technical
aspects, potential applications in medical imaging are highlighted, lim-
itations are addressed, and areas for improvement are proposed in this
research. While the CNN model shows promise, it is designed as a valu-
able aid to medical professionals, enhancing early detection and screening
processes.

1 Introduction

Pneumonia is a common and potentially life-threatening respiratory infection
that disproportionately affects young children, leading to a significant number
of deaths globally. In 2019, it claimed the lives of 740,180 children under the
age of 5, accounting for 14% of all deaths in this age group [Wor22].

Early detection and accurate diagnosis are crucial for effective treatment and
management of this disease. To combat this pressing public health challenge,
this research focuses on employing advanced machine-learning techniques to
improve the efficiency and reliability of pneumonia detection from chest X-ray
images.
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With the rapid progress in deep learning and CNNs, it is believed that an
automated approach can assist medical professionals in the early detection of
pneumonia cases, thereby reducing the risk of complications and saving lives.
The indispensable role of healthcare experts in diagnosis is acknowledged, and
it is emphasized that the model serves as a valuable tool to complement their
expertise, rather than replace it. In section 2, a detailed account of the imple-
mentation of the Convolutional Neural Network (CNN) model for pneumonia
detection using chest X-ray images is provided. It covers aspects such as the
dataset description and source, supervised learning, binary classification, and
the architecture of neural networks. Additionally, it explores the concept of
image preprocessing, specifically investigating the impact of different image di-
mensions on the model’s performance.

The discussion delves into vital concepts like generalization error and over-
fitting through an exploration of model training in section 3. This exploration
notably emphasizes the implementation of regularization techniques, strategi-
cally applied to avert overfitting and enhance the model’s ability to adeptly
assimilate uncharted data. Subsequently, the following section undertakes a
comprehensive analysis of the model, with a heightened focus on the accuracy
of the pneumonia detection model.

Furthermore, this research explores the potential applications of the de-
veloped CNN model for pneumonia detection in medical imaging. Section 5
highlights the model’s significance in early pneumonia detection as well as its
limitations and potential areas for improvement. It emphasizes the importance
of conducting clinical validation studies to ensure real-world effectiveness and
safety. Additionally, the ethical implications of deploying AI models in health-
care are acknowledged, focusing on privacy, biases, and the ethical responsibility
of AI as a complementary tool to medical professionals’ expertise.

This project holds great promise in the field of medical imaging and has
the potential to significantly impact healthcare by improving the efficiency and
reliability of pneumonia detection.

2 Methodology

In this section, the implementation of the Convolutional Neural Network (CNN)
model for pneumonia detection is described. The full code implementation
is available on Kaggle [Pol23], and it includes the model architecture, data
preprocessing, and training process.

2.1 Dataset Description and Source

Diving into the dataset used for the research, which originates from Kermany,
Zhang, and Goldbaum, there is a compilation of 5,840 labeled Chest X-ray
images tailored for classification [KZG18]. Among these, 5,216 images were
earmarked for training, while 624 were reserved for testing. The training set
comprises 3,875 pneumonia images and 1,341 normal images, while the test-
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ing set includes 390 pneumonia and 234 normal images. Notably, the training
dataset exhibits class imbalance, with more pneumonia cases than normal cases.
Class imbalance can impact the model’s performance, leading to biased predic-
tions. To address this, techniques like data augmentation, resampling, or class
weights can be explored [Jap01]. By mitigating class imbalance and refining
the approach, AI-assisted systems for pneumonia detection can become more
reliable and accurate, enhancing healthcare diagnostics.

2.2 Supervised Learning and Binary Classification

Delving into the foundational concepts that form the basis of the pneumonia
detection project, this section offers an overview of supervised learning and
binary classification. These fundamental principles play a crucial role in the
development of a precise and automated model for pneumonia detection from
chest X-ray images.

2.2.1 Supervised Learning

Machine learning is a branch of artificial intelligence that focuses on enabling
computers to learn from data and make predictions or decisions without explicit
programming [Int]. Supervised learning is a type of machine learning where
the algorithm learns from labeled data, meaning the input data is paired with
corresponding output labels. In this case, for each chest X-ray image in the
dataset, a binary label is assigned: 1 for cases with pneumonia and 0 for normal
(non-pneumonia) cases.

The goal of supervised learning is to develop a model that can accurately
predict the correct label (in this case, pneumonia or normal) for new, unseen
data. During the training process, the model learns patterns and features from
the labeled examples, enabling it to make predictions on new, unlabeled data.

2.2.2 Binary Classification

Binary classification is a specific type of supervised learning where the algo-
rithm’s task is to categorize input data into one of two possible classes [Mar].
In this project, the goal is to classify chest X-ray images into two categories:
pneumonia and normal (non-pneumonia) conditions. This binary classification
task is particularly relevant for pneumonia detection as it determines whether
a patient’s X-ray indicates the presence or absence of pneumonia.

Several machine learning algorithms can be used for binary classification, in-
cluding Support Vector Machines (SVMs), Naive Bayes, Decision Trees, Logistic
Regression, and Neural Networks. In this research, neural networks, specifically
Convolutional Neural Networks (CNNs), are employed, which have shown ex-
ceptional performance in image classification tasks.

By utilizing binary classification with supervised learning, the aim is to
develop a powerful and automated model that can accurately detect pneumonia
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from chest X-ray images, providing valuable support to medical professionals in
their diagnostic process.

2.3 Neural Networks

Neural networks, the core architecture behind Convolutional Neural Networks
(CNNs), can be likened to the interconnected network of neurons in the human
brain. Just as the human brain consists of billions of interconnected neurons
that work together to process and analyze information, neural networks are
composed of interconnected artificial neurons, known as nodes.

Figure 1: Structure of an artificial neural network [Sof]

In this analogy, each artificial neuron in a neural network can be seen as
a simplified version of a biological neuron. Similar to how biological neurons
transmit electrical signals and communicate with one another through synapses,
artificial neurons receive input signals, perform computations, and transmit
output signals to other neurons within the network. [Kro08]

2.4 Activation Functions

Activation functions are essential in artificial neural networks as they introduce
non-linearity to the model’s output [RAS20]. Without activation functions, the
neural network would behave like a linear model, severely limiting its ability to
learn complex patterns and relationships in the data.

By incorporating activation functions, the neural network can transform the
output of a neuron in a non-linear way, enabling it to handle sophisticated tasks
like image and speech recognition, natural language processing, and complex
pattern recognition [GWK+18]. In the model, ReLU (Rectified Linear Unit)
and Sigmoid activation functions were employed as the key components in the
neural network’s architecture.

2.4.1 ReLu Activation Function

The ReLU activation function returns 0 for any negative input x < 0 and returns
the input value itself for any positive input x >= 0. Mathematically, it can be
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defined as:

f(x) = max(0, x)

So, if the input x is negative, the ReLU function will output 0, and if the
input x is positive (or equal to 0), the ReLU function will output x. This simple
non-linear activation function introduces non-linearity to the neural network,
which is essential for enabling the model to learn complex patterns and perform
well in various tasks, including image classification.

Figure 2: Graph of the ReLU Activation Function [Liu17]

By incorporating the ReLU activation function in the hidden layers of the
neural network, essential features from the input data are captured, enabling the
model to improve its ability to detect pneumonia accurately from chest X-ray
images.

2.4.2 Sigmoid Activation Function

In addition to the ReLU activation function used in the hidden layers, the sig-
moid activation function was employed in the output layer of the neural network.
The sigmoid function is commonly used for binary classification tasks, where the
goal is to categorize data into one of two classes. It scales the output values to
a range between 0 and 1, which is suitable for representing probabilities.

Mathematically, the sigmoid activation function can be defined as:

f(x) =
1

1 + e−x

The sigmoid function is particularly well-suited for the pneumonia detection
task, as it allows the model to output a probability score indicating the likelihood
that a given chest X-ray image belongs to the pneumonia class. Values close to
0 indicate low probability, while values close to 1 indicate high probability.
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Figure 3: Graph of the Sigmoid Function [Pan19]

By incorporating the sigmoid activation function in the output layer, the
model gains the ability to generate probability-based predictions for individual
chest X-ray images. This characteristic renders it particularly well-suited for
binary classification, where the objective is to categorize X-ray images as either
indicative of pneumonia (1) or displaying normal conditions (0).

2.5 Image Preprocessing

In this research, an important investigation into the impact of image dimensions
on the performance of the pneumonia detection model was conducted. Experi-
ments were conducted involving three different image dimensions: 1272 x 1592
pixels (original dimension), 250 x 250 pixels, and 50 x 50 pixels. The principal
goal was to strike an optimal balance between accuracy and efficiency within
the classification model.

Figure 4: Comparison of Experiment Images with Varying Dimensions
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Upon resizing the images to a dimension of 50 x 50 pixels, a noticeable in-
crease in blurriness was observed. This blurriness adversely affected the quality
of the images and resulted in the omission of crucial pneumonia-related in-
formation. As a consequence, the model encountered challenges in accurately
detecting pneumonia cases with this excessively low dimension.

To address this concern, the significance of opting for a higher image reso-
lution was duly recognized. Subsequently, experimentation was conducted with
an image dimension of 250 x 250 pixels, revealing enhancements in compari-
son to the 50 x 50 version. Nevertheless, a degree of information loss persisted
relative to the original images. Despite this drawback, discerning substantial
distinctions between the original and 250 x 250 images proved to be challenging
for the naked eye, underscoring the dimension’s ability to maintain a pragmatic
equilibrium between image quality and operational efficiency.

It is essential to acknowledge that using excessively high dimensions may sig-
nificantly prolong the training time of our model, affecting the overall efficiency
of obtaining results. Conversely, choosing dimensions that are too low can lead
to the loss of vital information crucial for the accurate detection of pneumonia.

In light of the experimentation, an image dimension of 250 x 250 pixels
was ultimately chosen as it offered a favorable trade-off between accuracy and
efficiency. It is important to recognize that the process of image resizing involves
a delicate compromise, where the preservation of vital information is balanced
with minimizing the computational complexity of the model. The choice of
an appropriate image dimension was made with the intention of optimizing the
performance of the pneumonia detection model, all the while upholding practical
feasibility.

3 Model Training

During the training process of the pneumonia detection model, two critical
concepts were encountered: generalization error and overfitting. These concepts
are essential in machine learning as they directly impact the model’s ability to
perform well on new, unseen data.

3.1 Generalization Error

The generalization error, also known as the out-of-sample error, refers to the
difference between the model’s performance on the training data and its perfor-
mance on new, unseen data [LLQ19]. In other words, it measures how well the
trained model can make accurate predictions on data it has never seen before.
The ultimate goal of machine learning is to develop a model that generalizes
well, making reliable predictions on real-world data.

The significance of generalization error lies in its impact on the model’s
practical usability. A model with low generalization error is more likely to per-
form well in real-world applications, providing valuable insights and supporting
decision-making processes. In contrast, a model with high generalization error
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may yield unreliable and inaccurate predictions, limiting its practicality and
effectiveness.

3.2 Overfitting

Overfitting is a common issue encountered during the training of machine learn-
ing models. It occurs when a model performs exceptionally well on the training
data but fails to generalize effectively to new, unseen data. In essence, the model
becomes too complex and starts memorizing the noise and outliers present in
the training data, instead of learning the essential patterns.

When a model overfits, it loses its ability to generalize, leading to poor
performance on test data. Overfitting is particularly problematic in image clas-
sification tasks, as the model may learn to recognize specific features present
in the training images rather than capturing the essential characteristics of the
disease it is supposed to detect.

3.3 Regularization as a Technique to Prevent Overfitting

Regularization is a powerful technique used to prevent overfitting and improve
the generalization performance of machine learning models. It introduces ad-
ditional constraints on the model’s weights during training, discouraging the
model from becoming overly complex and overfitting to the training data.

3.4 L2 Regularization (Weight Decay)

L2 regularization, also known as weight decay, is a common form of regular-
ization used in neural networks. It involves adding a penalty term to the loss
function based on the magnitudes of the model’s weights.

Adding the L2 regularization term to the loss function incentivizes the model
to use smaller weight values, as larger weights would result in higher penalty and
loss. This helps prevent the model from relying too heavily on specific training
examples and encourages it to learn more general patterns from the data.

(a) Without Regularization (b) With Regularization

Figure 5: Training and Validation Accuracy with and without Regularization
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The figure illustrates the impact of regularization on the model’s perfor-
mance. Without regularization, the training accuracy rapidly reaches a perfect
score of 1.00, while the validation accuracy struggles to surpass 75%. This dis-
crepancy between training and validation accuracies is a strong indication of
overfitting, where the model becomes too specialized in fitting the training data
but fails to generalize well to new, unseen data.

However, by introducing regularization with a strength of 0.02, the model’s
ability to generalize improves significantly. The training accuracy remains high,
close to 95%, while the validation accuracy also experiences a substantial boost.

4 Model Evaluation and Accuracy

After implementing regularization techniques to address overfitting, the perfor-
mance of the pneumonia detection model was evaluated. The evaluation pro-
cess involved assessing the model’s accuracy on both the training and validation
datasets.

4.1 Training Accuracy

The training accuracy refers to the accuracy of the model on the training dataset
during the training process. It provides insights into how well the model has
learned from the labeled data and how effectively it can classify pneumonia and
normal (non-pneumonia) cases from chest X-ray images.

During the training process, the model’s weights are updated based on the
training data, and it attempts to minimize the loss function by making accurate
predictions. The training accuracy is calculated as the proportion of correctly
classified samples from the training dataset.

4.2 Validation Accuracy

The validation accuracy, on the other hand, measures the accuracy of the model
on a separate dataset called the validation dataset. This dataset is not used
during the training process but serves as an unseen set of examples for evaluating
the model’s generalization performance.

The validation accuracy is essential for assessing whether the model can
generalize well to new, unseen data. If the validation accuracy is significantly
lower than the training accuracy, it may indicate overfitting, where the model
is memorizing the training data without generalizing well to new instances.

4.3 Accuracy Results

After training the model with different L2 regularization strengths (0.01, 0.02,
and 0.05), the following validation accuracies were obtained:
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L2 Regularization Strength Validation Accuracy

0.01 67.63%

0.02 81.57%

0.05 69.39%

Table 1: Effect of L2 Regularization Strength on Validation Accuracy

Among the three regularization settings, L2 = 0.02 clearly outperformed the
others with the highest validation accuracy of 81.57% [?]. Therefore, L2 = 0.02
was selected as the optimal regularization strength for our CNN model, as it
demonstrated superior generalization to new, unseen chest X-ray images.

To illustrate, if the model correctly predicted 8,157 out of 10,000 samples in
the validation dataset, the accuracy would be calculated as follows:

Accuracy =
Number of correct predictions

Total number of samples
× 100

=
8157

10000
× 100 = 81.57%

With rigorous training and applying L2 regularization of 0.02, along with
optimized image dimensions of 250 x 250 pixels, the model achieved the following
accuracy:

Accuracy Value

Training Accuracy 93.96%

Validation Accuracy 81.57%

Table 2: Model’s accuracy for training and validation sets

These results showcase the model’s effective learning from the labeled data,
as evidenced by its high accuracy on the training dataset. Additionally, the
relatively high validation accuracy further demonstrates the model’s capability
to generalize well to previously unseen chest X-ray images.

With these promising outcomes, the Convolutional Neural Network (CNN)
model holds substantial potential for advancing pneumonia detection in medical
imaging, promising more accurate and reliable diagnoses in the field. These
results open new avenues for further research and application of the model in
real-world medical scenarios, bringing us one step closer to enhanced healthcare
outcomes.
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5 Applications, Limitations, and Potential
Improvements

5.1 Applications of the Model

The developed Convolutional Neural Network (CNN) model for pneumonia clas-
sification using chest X-ray images has several potential applications in the field
of medical imaging. Some practical implications and potential uses of the model,
highlighting its significance in improving healthcare outcomes, are:

• Early Pneumonia Detection:

Timely and accurate diagnosis of pneumonia is crucial for effective treat-
ment and patient management. The CNN model can be utilized as a screen-
ing tool to assist radiologists and healthcare professionals in the early de-
tection of pneumonia [KC21]. By automating the classification process, the
model can expedite the identification of pneumonia cases, enabling prompt
intervention and reducing the risk of complications.

• Support for Clinical Decision-Making:

The CNN model can serve as an aid in clinical decision-making processes.
By providing an objective analysis of chest X-ray images, the model can
assist healthcare professionals in their diagnostic assessments [Sez23]. The
predictions made by the model can be used as a valuable reference, help-
ing physicians validate their initial interpretations and improve diagnostic
accuracy.

• Telemedicine and Remote Areas:

In remote areas or regions with limited access to healthcare facilities, the
CNN model can be employed as a diagnostic tool. By transmitting chest
X-ray images to a centralized location, the model can analyze and classify
the images remotely. This telemedicine application can bridge the gap
in healthcare services, providing access to expert opinions and facilitating
prompt diagnosis, even in underserved regions.

• Education and Training:

The CNN model can also be utilized as an educational tool for medical
students and healthcare professionals. By providing annotated predictions,
the model can aid in the learning process, allowing individuals to compare
their assessments with the model’s classifications. This interactive learning
approach can enhance the understanding of pneumonia patterns in chest
X-ray images and improve diagnostic skills.

5.2 Addressing the Model’s Limitations and Potential
Areas for Improvement

Although the Convolutional Neural Network (CNN) model shows promise in
pneumonia detection from chest X-ray images, there are important limitations
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to consider for further improvement. Firstly, to enhance the model’s generaliz-
ability across diverse patient populations and imaging conditions, it is essential
to augment the dataset’s size and diversity.

To build transparency and trust with medical professionals, integrating ex-
plainable AI methods is crucial [MKR21]. By providing interpretive insights
into the model’s decision-making process, clinicians can better understand and
trust the predictions.

In the context of deploying the model in real healthcare settings, conducting
clinical validation studies is vital. Collaborating with medical experts and con-
ducting prospective studies can validate the model’s effectiveness, safety, and
practicality for real-world use. Clinical validation is essential to ensure that the
model’s performance aligns with medical standards and guidelines.

In light of the rapid advancements in AI technology, addressing the ethical
implications of deploying AI models in healthcare becomes paramount. Several
concrete steps can be taken to ensure the responsible and ethical integration of
AI. Transparent algorithm development is essential, requiring clear documen-
tation of the model’s decision-making process to foster understanding among
medical professionals. To mitigate potential biases, robust strategies must be
implemented, accompanied by regular evaluation across diverse demographic
groups [SW22]. Incorporating these measures not only promotes the trustwor-
thy adoption of AI in healthcare but also fosters a collaborative environment
where AI augments and enhances the capabilities of medical professionals, ulti-
mately contributing to improved patient care.

By addressing these challenges and areas of improvement, a more powerful
and reliable AI-assisted tool for pneumonia detection can be developed, signifi-
cantly impacting healthcare outcomes and patient care.

5.3 Can such a model outperform medical professionals?

Despite the impressive potential of the CNN model for pneumonia classifica-
tion using chest X-ray images, it is essential to recognize that it cannot replace
the expertise of medical professionals. Doctors and radiologists bring exten-
sive knowledge, experience, and clinical judgment, considering various factors
to make accurate and comprehensive diagnoses, including patient history, symp-
toms, physical examination, and additional tests.

The CNN model serves as a valuable tool to support medical professionals
by providing an objective analysis of chest X-ray images. It can assist in early
detection and screening, potentially expediting the diagnostic process and re-
ducing complications. However, it should always complement and enhance the
expertise of medical professionals, rather than replace their knowledge and clin-
ical judgment. Ultimately, the integration of AI in healthcare aims to empower
medical professionals and improve patient care while respecting the central role
of human expertise in diagnosis and treatment.
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6 Conclusion

In the context of this data science project, a Convolutional Neural Network
(CNN) model was developed for pneumonia detection using chest X-ray im-
ages. Capitalizing on the capabilities of deep learning and advanced image clas-
sification techniques, this model exhibits substantial potential to aid medical
professionals in promptly and accurately identifying pneumonia cases.

Throughout this research, fundamental machine learning concepts were ex-
plored, encompassing supervised learning and binary classification. Through the
application of binary classification within the framework of supervised learning,
a robust and automated model was crafted, capable of effectively discerning be-
tween pneumonia and normal (non-pneumonia) conditions within chest X-ray
images.

The methodology included evaluating the model’s accuracy on both the
training and validation datasets, demonstrating the effectiveness of my ap-
proach. The model achieves high accuracy on both datasets, indicating its
ability to learn from labeled data and generalize to new instances, instilling
confidence in its practical usability.

While the CNN model showcases impressive performance, it was emphasized
that it is not intended to replace the expertise of medical professionals. The
expertise, experience, and clinical judgment of healthcare experts are irreplace-
able, and the model serves as an aid to complement their skills.

In conclusion, the CNN model for pneumonia detection represents a signifi-
cant advancement in the field of medical imaging. By fusing AI technology with
medical expertise, early and accurate pneumonia diagnosis can be achieved,
leading to improved healthcare outcomes and ultimately, saving lives.

7 Acknowledgements

I extend my sincere gratitude to Professor Guillermo Goldsztein for their exem-
plary mentorship and scholarly guidance throughout the course of this research.
Their insightful feedback and dedication to academic excellence have signifi-
cantly enriched the quality of this work.

I would also like to express my appreciation to Davida Kollmar and the Hori-
zon Academic Research Program for their invaluable support. The constructive
feedback and resources provided by this program have greatly contributed to
the refinement of this research.

13



References

[GWK+18] Jiuxiang Gu, Zhenhua Wang, Jason Kuen, Lianyang Ma, Amir
Shahroudy, Bing Shuai, Ting Liu, Xingxing Wang, Gang Wang,
Jianfei Cai, and Tsuhan Chen. Recent advances in convolutional
neural networks. Pattern Recognition, 2018.

[Int] An introduction to machine learning. https://monkeylearn.com/
machine-learning/. Accessed on 30 July 2023.

[Jap01] Nathalie Japkowicz. Concept-learning in the presence of between-
class and within-class imbalances. pages 67–77, Berlin, Heidelberg,
2001. Springer Berlin Heidelberg.

[KC21] Lingzhi Kong and Jinyong Cheng. Based on improved deep convo-
lutional neural network model pneumonia image classification. PloS
one, 16(11):e0258804, 2021.

[Kro08] Anders Krogh. What are artificial neural networks? Nature biotech-
nology, 26(2):195–197, 2008.

[KZG18] Daniel Kermany, Kang Zhang, and Michael Goldbaum. La-
beled optical coherence tomography (oct) and chest x-ray im-
ages for classification (2018). Mendeley Data, v2 https://doi.
org/10.17632/rscbjbr9sj https://nihcc. app. box. com/v/ChestXray-
NIHCC, 2018.

[Liu17] Danqing Liu. A practical guide to relu. start using and understand-
ing relu. . . — by danqing liu. https://medium.com/@danqing/

a-practical-guide-to-relu-b83ca804f1f7, 2017. Accessed on
30 July 2023.

[LLQ19] Jian Li, Xuanyuan Luo, and Mingda Qiao. On generalization error
bounds of noisy gradient methods for non-convex learning. arXiv
preprint arXiv:1902.00621, 2019.

[Mar] Brendan Martin. Binary classification – learndatasci. https:

//www.learndatasci.com/glossary/binary-classification/.
Accessed on 30 July 2023.

[MKR21] Aniek F Markus, Jan A Kors, and Peter R Rijnbeek. The role
of explainability in creating trustworthy artificial intelligence for
health care: a comprehensive survey of the terminology, design
choices, and evaluation strategies. Journal of biomedical informat-
ics, 113:103655, 2021.

[Pan19] Ayush Pant. Introduction to logistic regression. Towards Data
Science, 22, 2019.

14

https://monkeylearn.com/machine-learning/
https://monkeylearn.com/machine-learning/
https://medium.com/@danqing/a-practical-guide-to-relu-b83ca804f1f7
https://medium.com/@danqing/a-practical-guide-to-relu-b83ca804f1f7
https://www.learndatasci.com/glossary/binary-classification/
https://www.learndatasci.com/glossary/binary-classification/


[Pol23] Lurv̈ısh Polodoo. Pneumonia detection using cnn.
https://www.kaggle.com/code/lurvish12/

pneumonia-detection-using-cnn, 2023. Accessed on 5 Au-
gust 2023.

[RAS20] Andrinandrasana David Rasamoelina, Fouzia Adjailia, and Peter
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