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ABSTRACT 
 
A web robot, also known as a web crawler, is an automated script that systematically browses the World Wide 
Web in a methodical manner. Web robots are commonly used by search engines to index web pages, gather 
information, and update search engine databases. They follow hyperlinks from one web page to another, col-
lecting data and information for various purposes such as indexing, data mining, and website monitoring. Web 
robot detection is the process of identifying and distinguishing between human users and web robots on web-
sites, which are a major source of web traffic. This process is vital to prevent malicious web robots from having 
a negative effect on web servers’ traffic and their users’ privacy. Companies such as Imperva, Inc. use machine 
learning models to identify malicious bots and prevent them from having unauthorized access to an organiza-
tion’s server. To understand the benefit that machine learning models bring to web robot detection, we used 
pre-published server log data to construct machine learning models on Orange (a Data Mining Software) and 
Python that can distinguish between malicious and benign web robots. We evaluated the performance of three 
well-known machine learning algorithms: kNN, neural network, and decision tree. Based on our experimental 
results, the neural network gains the highest precision and the lowest false-positive and false-negative percent-
age of web robots. However, the neural network requires more time to generate the desired output.  
 

Introduction 
 
Web robots are prominent over the Internet, but what exactly are they? A web robot is a program that browses 
the Internet systematically, following links and extracting data from web pages. Web robots are used by search 
engines to index content. They can also do tasks such as data mining or monitoring website changes. While 
there are web robots that operate ethically, there are also malicious variants that aren’t ethical, engaging in 
unauthorized activities such as content scraping without permission.  

It is because of these malicious variants that we need the practice of web robot detection, which dis-
tinguishes between bots and humans but also distinguishes between malicious and legitimate bots. Without 
proper web robot detection, these malicious variants can cause chaos by sending spam, gaining unauthorized 
usage of a user’s account, consuming high amount of bandwidth, and much more. By detecting these malicious 
variants, users will see improved performance, fewer server errors, and increased safety. 

To address this problem of web robot detection, we used pre-published data to create 3 different ma-
chine learning (ML) techniques (all of which are supervised) in the Orange Data Mining software to learn 
patterns among the data. Next, to see if we could come up with a better solution using well-known Python 
packages, we focused solely on creating a neural network with slightly different parameters from the one used 
in the Orange Data Mining software to achieve a better accuracy rate. 
 

Methods 
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This section provides a description of the data used in this study and the process we conducted to format and 
preprocess the data to prepare and clean it before feeding it into a machine learning algorithm. Data prepro-
cessing helps improve the quality of the data, reduces noise and inconsistencies, and enhances the performance 
and accuracy of machine learning models. Finally, we present the general workflow of the experiments. 

Data Description: To collect the data needed, we used Zenodo, a general-purpose open repository, to 
find a dataset containing server logs from the search engine of the library and information center of the Aristotle 
University of Thessaloniki, Greece. The server logs in the dataset span an entire month with an average of 
131,973 requests per day and a standard deviation of 36,996.7 requests. The server logs are formatted in both 
JSON and .CSV for functionality. 
 
Data Formatting 
 

I. Orange: The Orange Data Mining software can recognize the Features, Targets, and Metas of a 
dataset, and it did so rightly for the dataset from Zenodo. Orange assigned 30 columns as Features, 
one column as Target, and one column as Meta. The Target variable from the dataset was <RO-
BOT>, which had a value of either 0, meaning a ‘benign’ web robot, or 1, meaning a ‘malicious’ 
web robot. 

II. Python: To format the data for Python, we first deleted the <ID> column from the dataset as 
pandas automatically assigns each row an identifier (ID). We then used the pandas library function 
.iloc to assign the column <ROBOT> to a variable named target and the rest of the columns to a 
variable named features. 

 
Data Preprocessing 
 
On the Orange Data Mining software, widgets represent some self-contained functionalities and provide a 
graphical user interface (GUI). When approaching the dataset, we used two different preprocess methods for 
imputing missing values: Average/Most frequent and Remove rows with missing values (Figure 1). 
 

 
 
Figure 1. Orange Data Preprocess Widget for Imputing Missing Values 
 

To preprocess the data when working with Python, unlike having two different preprocess methods as 
for Orange, we only used the preprocess of removing rows with missing/null values. Figure 2 shows the Python 
code written to preprocess the data. 
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Figure 2. Python code for Preprocessing Data 
 
Workflow 
 
After the data was preprocessed respectively, the data is sampled using the Data Sampler widget in Orange, 
which uses 80% of the data as train data and the remaining 20% as test data. After dividing the data, we use the 
following classification models: 

Decision Tree Model: This machine learning technique derived its name from trees as it splits data 
into multiple nodes based on the information gain [8] for categorical target variables (i.e. <ROBOT>). By re-
cursively dividing the dataset, the tree model creates a hierarchical structure, capturing patterns within the data. 

Neural Network: We used Multi-Layer Perceptron, a fully connected feedforward artificial neural net-
work [7], that has 100 neurons distributed unequally among hidden layers to extract intricate patterns and rela-
tionships within the data, enabling robust learning and prediction. 

• K Nearest Neighbors: This classifier (also known as kNN) uses feature similarity for 
prediction. kNN works by plotting train data on a graph as points and when a new point 
is graphed, a proximity distance is calculated using different methods such as Minkowski 
Distance and Manhattan Distance to classify the new point [6]. 

 

 
Figure 3. Example of Orange Workflow 
 

Figure 3 shows the Orange workflow of creating the models. These three models are then connected 
to a Test and Score widget, which outputs a table of evaluation results after conducting various tests on these 
models with the test data. 

Unlike Orange, we only used a neural network when coding in Python (Figure 4). To maintain con-
sistency with our previous workflow in Orange, we divided the data into 80% Train and 20% Test set. After 
splitting the data, we built a sequential model with three layers totaling 121 neurons. Figure 4 shows code in 
Python to configure our model. 
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Figure 4. Code for creating a Neural Network 
 

While writing the Python code, we considered two approaches regarding the appropriateness of drop-
out functionality. Dropout deactivates a certain percentage of neurons, forcing the neural network to find more 
robust relationships within the data [9]. To see the supposed benefit that dropout brings to model accuracy, we 
saved two versions of the neural network model (one with dropout and one without).  
 

Results 
 
After conducting the tests, the following results were obtained. 
 
Orange 
 

I. Identifying benign web robots: The evaluation table seen in Table 1 is what is outputted by the 
Test & Score widget. There are various performance statistics here, but we will use the following: 

• Precision: Precision is the proportion of true positives among all instances classified as 
positive, e.g. the proportion of benign web robots (<ROBOT> value of 0) correctly iden-
tified as benign web robots [10].  

• Logistic Loss: Logistic Loss, more commonly known as Log Loss, is a test to see how 
close the prediction probability is to the actual value, penalizing inaccurate predictions 
with higher values. If the Log Loss value is close to zero, this indicates better model 
performance. 

 
When removing null values, the neural network model had the highest precision, edging over the decision tree 
model by 0.002 and over the kNN by 0.051. The log loss values are also in agreement here: 0.047 is the lowest 
log loss value and it corresponds with the neural network model, proving this model to be better than the other 
two when null values are removed. 
 
Table 1. Confusion Matrices of Best Models according to Logistic Loss 
 

Removing Null Values -- Neural Network Model 1 
  Predicted  % False Negatives % False Positives 
  0 1 Total 

0.84% 0.46% Actual 
0 9501 49 9550 

1 89 950 1039 

 Total 9590 999 10589 
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However, when averaging values for rows that have missing values, the decision tree’s precision is 

0.969, which is higher than the other two models. Despite the decision tree having the highest precision within 
its preprocess, it did not have the lowest log loss value, indicating that the tree model might not be suited for 
classification systems like the one we are trying to achieve currently. 
 

II. Identifying Malicious Web Robots: We can use an additional performance statistic to determine 
a better model for identifying malicious web robots. 

• Specificity: Specificity is the proportion of true negatives among all negative instances, 
e.g. the proportion of malicious web robots (<ROBOT> value of 1) correctly identified 
as malicious web robots.  

 
From Figure 5, we can see that for the preprocess of removing null values, the neural network had the 

highest specificity, which means that a very small proportion of all negatives were not true negatives, and we 
can label this very small proportion as false negatives. For the preprocess of averaging values for rows with 
missing values, the decision tree had the highest precision, but it was the neural network model that had the 
highest specificity of 0.925.  
 

 
 
Figure 5. Evaluation of the neural network with regard to null values in the data 
 

Though the decision tree may have higher precision, we more focus on false-negatives and intend to 
prevent malicious web robots from being classified as benign web robots, making the neural network model 
preferable. 
 

III. Comparing Neural Networks between Different Preprocess Methods 

 

Averaging Values to Replace Missing Values -- Neural Network Model 2 
  Predicted  % False Negatives % False Positives 
  0 1 Total 

1.70% 2.50% Actual 
0 10466 332 10798 

1 231 2441 2672 

 Total 10697 2773 13470 
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The neural network model from removing null values will be referred to as Model 1 and the neural 
network model from the preprocess of averaging values to replace missing values will be referred 
to as Model 2. When comparing both model’s misclassifications to their respective total data size, 
Model 1 misclassified 0.84% of malicious robots as benign while Model 2 misclassified only 
1.70%. Looking at the % false-positives column, meaning a benign web robot was misclassified 
as a malicious web robot, Model 1 had 0.46%, which is lower than that of the 2.50% of Model 2. 
Since Model 1 had fewer false-negatives and false-positives, it is the better of the two models.  

 
Python 
 
We analyzed the performance of the model in Python in two conditions: dropout applied, and no dropout used. 
The model accuracy with dropout was 80.15% while without dropout was 86.14%, which is 5.99% higher than 
the model with dropout. These results imply that the Python neural network model performs better in terms of 
accuracy without using dropout regularization compared with when dropout regularization was applied. We 
also used the Python model with no dropout to generate the Epoch vs Accuracy overfitting graph. Overfitting 
is a modeling error in statistics that occurs when a model is closely aligned with its data points, meaning that 
this model would only work for its initial training data set and will not work well with other data sets. For our 
model with no dropout, the test accuracy was fluctuating until 7 epochs. After 7 epochs, the accuracy for both 
the train and test was close 0.9 epochs with slight fluctuations. Though the test accuracy was higher than the 
train accuracy for the first 7 epochs, the test curve does not go below the train curve, showing that this model 
didn’t have overfitting.  

 
Figure 6. Example of Overfitting vs No Overfitting (left plot). Epoch vs Accuracy Overfitting Graph (right 
plot) 
 

As indicated in Figure 6, the Python model’s logistic loss with no dropout was 0.4099, whereas Orange 
Model 1’s logistic loss was only 0.047. Even though both models are neural networks and were preprocessed 
by removing null values, the difference in the logistic loss is 0.3629, suggesting that this has to do with how the 
models were trained.  
 

Conclusion 
 
In this research, we used a decision tree, neural networks, and kNN machine learning models for a measure of 
how well these models can classify a benign and malicious web robot through two different methods of prepro-
cessing (removing null values and averaging values for missing values within rows of the dataset) over two 
different platforms (Orange and Python).  
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When removing null values, the neural network model from Orange proved to be the best as it had the 
highest accuracy of 98.7% and had a low false-positive and low false-negative rates. The neural network mod-
eled in Python was able to achieve a maximum of 86.14% precision with the same preprocess, which did not 
top the 98.7% precision. Based on the above analysis, we concluded that ML models can be used to identify 
web robots and should be used in real-time to protect websites. 
 

Limitations 
 
There are a few limitations. First, the training data was acquired from the server logs of the Aristotle University 
of Thessaloniki. The server logs could contain data only about robots that were designed to operate within 
Greece which may not capture the global scale. Another potential consideration is that these web robots cap-
tured in the server logs may have only been designed to scrape the university websites, which might not repre-
sent the entire proportion of websites on the World Wide Web. Other limitations have to do with how different 
machine learning models were trained in both Orange and Python. In Orange, the kNN configuration set by 
default to use k=5 (the number of neighbors), which could be the reason of its low performance as seen in 
Figure 5.  

Future research could focus on alternative methods of parameter tuning for the kNN model to improve 
its performance and compiling data from multiple websites that span different categories (e.g. banks, compa-
nies, library, schools). 
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