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ABSTRACT 
 
Flooding has increased by 50%, and for the past 25 years, the United States has experienced a flooding event 
every 2 to 3 days [1]. The Federal Emergency Management Agency (FEMA) is the only resource people utilize 
to determine whether their homes are at risk for flooding. FEMA maps are costly, outdated, and lack predictive 
accuracy, leaving homeowners unaware and unprepared for potential dangers [2]. Additional tools are needed 
to ascertain accurate estimates of flood damages, but computational methods require rich datasets, which are 
difficult to obtain for flooding events [3]. We create a model that predicts monetary damages using various 
factors related to the flood event, such as duration, location, and cause. We utilize a flood dataset from the 
National Oceanic and Atmospheric Administration (NOAA) and data pre-processing techniques to handle miss-
ing values and remove irrelevant features [4]. We generate aggregate predictions by leveraging linear regres-
sion, random forest regression, XGBoost regression, and neural networks. Our findings show we can effectively 
use upsampling techniques to combat limited flood data. We show that floods with higher monetary damages 
are easier to predict, which is important because these floods inflict greater hardship on communities. The 
results improve preparedness for flood-related risks, property value assessments, and the accuracy of insurance 
policy underwriting [2]. Ultimately, the model provides a preliminary study on how individuals can make bet-
ter-informed decisions and prepare for the impact of flooding in their communities. We hope this work encour-
ages further machine learning applications to help prepare citizens for natural disasters. 
 

Introduction 
 
Flooding is a huge problem around the world. It leads to the loss of lives and homes and causes financial stress 
on families. Floods are extremely common and costly. Climate change will only exacerbate their frequency and 
intensity, particularly in low-lying areas and regions prone to heavy rainfall [5]. According to the United Na-
tions, climate change has contributed to rising sea levels, increasing the risk of storm surges and coastal flood-
ing. In addition, warmer temperatures lead to more precipitation, which can overwhelm existing drainage sys-
tems and cause riverine floods [6]. 

A study published in Environmental Health Perspectives shows that low-income communities in the 
United States are disproportionately affected by flooding. These communities are more likely to be in flood-
prone areas, such as coastal regions or near rivers. Low-income communities may lack the resources and infra-
structure to adequately prepare for or recover from flood events [7]. Moreover, lower-income individuals may 
have limited access to insurance coverage, making it difficult to recover financially after a flood [3]. 

Furthermore, climate change exacerbates existing inequalities by disproportionately impacting vulner-
able populations. According to the World Health Organization, climate change is expected to increase the bur-
den of diseases, displacement, and food insecurity, particularly among low-income communities in developing 
countries. These communities often lack the resources to adapt to or mitigate the impacts of flooding caused by 
climate change [8]. 
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The average cost per flood event in the United States is $4.6 billion. In addition, 21.8 million U.S. 
homes are in flood-prone zones, which is 67% more than the number of at-risk homes reflected on federal 
FEMA flood maps [1]. This is because FEMA maps are costly, take at least seven years to update, and are not 
predictive. As a result, these flood maps leave homeowners unaware and unprepared for the potential dangers 
they face, what type of insurance they should buy, and what types of infrastructure should be restricted in their 
communities [2]. As people continue to grapple with the challenges of climate change, it is essential to prioritize 
equitable and sustainable solutions to address the harm caused by flooding and reduce the disproportionate 
impacts on vulnerable populations. The goal of this project is to help alleviate these problems. If people are 
informed about the potential outcomes of flooding in their area, they can prepare in advance and recover eco-
nomically from the damage faster [3].  

As a result, we seek to create a tool to predict monetary damage before flooding occurs. We use data-
driven and machine learning approaches to create and analyze multiple models. We also ensure that the varia-
bles used in the models are readily available so that everyday individuals can utilize this tool in the future. 
 

Background 
 
Flood Risk Prediction 
 
Most of the current literature on flood-related prediction has focused on improving flood risk assessments. A 
study in Norway showed that artificial neural networks and support vector machines were the most successful 
models for short and long-term flood risk prediction. The study also found that rainfall, although typically used 
in flood prediction, was an inadequate feature for accurate prediction. The researchers discovered that factors 
like geography and soil moisture were more effective flood resource variables [9]. Another study by the Euro-
pean Geosciences Union further discussed the importance of machine learning in flood prediction, citing the 
value of basic regression techniques over more advanced ones like convolutional neural networks [10]. A third 
study in Romania used classification and regression trees, such as Random Forest, Boosted Regression Trees, 
and Extreme Gradient Boosting, to create a flood susceptibility map. The results showed that slope was the 
most important factor triggering flash floods, and the Random Forest model achieved the highest accuracy [11]. 
While these studies show potential flood variables that could be useful, many of the variables they use are 
uncommon and not easily accessible, such as surge level, daily flows, and flood peak discharge. Additionally, 
all of these studies were conducted in Europe, so their data and models may not be well-suited for flood pre-
diction in the United States. 
 
Predicting Economic Loss from Floods 
 
Not a lot of work on flood-related economic loss has been conducted, but some research has been done on this 
topic in China. A study of flooding in China using machine learning shows that the frequency and intensity of 
flooding increase as climate change worsens. The research paper presents a prediction model for direct eco-
nomic losses caused by floods, showing that an increase in flooding is directly proportional to economic losses 
in farming. The study uses a machine learning approach, specifically Gradient Boosting Regression with 
MinMax Scaler, to predict economic losses based on various indicators. The researchers conducted a correlation 
analysis and identified several indicators positively correlated with economic losses, such as reservoir loss, 
reduced production in the agricultural sector, casualties, and road disruption. While this study illustrates a suc-
cessful model and useful factors, it focuses on economic loss in farming regions in China, whereas we aim to 
create a model that can predict damage for both rural and urban areas in the United States. The study conducted 
in China also uses several niche factors such as railway disruption, length of sewage pipes, and sown areas with 
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different production levels [12]. We aim to apply these findings to communities in the United States by using 
easily available factors that citizens would have access to. 
 

Dataset 
 
We used a United States Flood dataset from NOAA [4]. The initial dataset dimensions were 698,507 samples 
with 26 features (columns) each. However, after cleaning the dataset, the dimensions were 41,703 samples with 
75 features each. 
 
Dataset Features 
 
Table 1. The table shows every feature in the original dataset with a description. Starred features were removed 
from the cleaned dataset. 
 

Feature Description Feature Description 

DATE_BEGIN* begin datetime of an event 
yyyymmddHHMMSS 

SOURCE* flood information source 

DATE_END* end datetime of an event 
yyyymmddHHMMSS 

SOURCE_DB* source database 

DURATION duration of an event in 
hours 

SOURCE_ID* original ID in the source 
database 

LON longitude in degrees DESCRIPTION* event description 

LAT latitude in degrees SLOPE Calculated slope based on 
SRTM DEM 90m 

COUNTRY* United States of America DEM Digital Elevation Model 

STATE US state name LULC Land Use Land Cover 

AREA affected areas in 𝑘𝑘𝑚𝑚2 DISTANCE_RIVER distance to major river 
network in km 

FATALITY number of fatalities CONT_AREA Contributing area (𝑘𝑘𝑚𝑚2) 
from MERIT Hydro 

DAMAGE economic damage in US 
dollars 

DEPTH 500-yr flood depth 

SEVERITY* event severity, (1/1.5/2) 
according to DFO 

YEAR year of the flood 

CAUSE cause of the flood GEOMETRY* Hydraulic geometry 
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Feature Description Feature Description 

ID* unique ID in the dataset LOCATION* town of the flood 

 
We cleaned the dataset to ensure the best predictions. We removed the columns ID, database source, and ID 
source because they are irrelevant to predicting the damages. We removed the columns for the start and end 
date because there is already a column for the duration in hours, and we did not want the model to double count 
the duration of the flood. We removed the country and source columns because every instance had the same 
value for country, United States, and source, NOAA. We removed the description because it was difficult to 
classify as the description of most of the samples is different, and there is already a column for cause. We 
removed severity, geometry, and location because most instances had null values for these two factors. 

We imputed (replaced the null values in a column with the average of the known values in the rest of 
the column) for duration, area, fatality, slope, digital elevation model, land use, land cover, distance to river, 
contributing area, and 500-year flood depth. Very few of these values were missing, so imputing them would 
have a very small effect on the model. 

Some samples had null values for many of their features. We removed the samples where damage, 
state, latitude, longitude, and year were not included because they could not be imputed. We did not impute 
damage because it is the predicted value. We also dropped the instances where damage was below $103 and 
above $1010 because those values were likely incorrect and could skew the results. 

We discretized (categorized) the columns for state and cause because we wanted each value in the 
dataset to be associated with a number. We used one-hot encoding to discretize by creating new columns for 
each possible state or cause, adding 1 for yes and 0 for no. We chose one hot encoding over label encoding 
because label encoding assigns whole numbers starting from 0 and increases. We did not want the model to 
assume that a larger number has more significance than a smaller number. We changed the null values in the 
state and cause columns to “unknown” so that these values could be discretized. 
 
Visualizing the Dataset 
 
Before creating a model, we visualized the dataset using a bar graph to show the frequencies of different values. 
As shown in Fig. 1, most damage values fall between $103and $106. 
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Figure 1. Histogram of the frequency of damage values. 
 

Next, we depicted the data using a correlation matrix, which shows the correlation between any two 
factors. Most of the correlation values are close to zero, as indicated in Fig. 2. This is one indicator that a non-
linear regression model will work better for prediction. 
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Figure 2. Correlation matrix of attributes excluding all the states to improve readability. Lighter colors show a 
greater positive correlation and darker colors display a greater negative correlation. 
 

Methods 
 
Regression 
 
Regression is a useful tool for determining the relationship between independent variables (input features) and 
a dependent variable (monetary damage) [13]. We implemented several regression models to see which ones 
had the best accuracy. Before each model was tested, the dataset was split into train and test data (x_train, 
y_train, x_test, and y_test). The size of the test data is 20% of the entire dataset. Training data helps the model 
learn, and testing data helps find the model’s accuracy. X is all the input variables, and y is the output value 
(damages). 
 
Multiple Linear Regression 
 
The model aims to find the best fit line between the dependent variable (in this setup, damages) and all of the 
other features (independent variables). The best fit line is modeled by the following equation, 𝑦𝑦 = 𝑏𝑏0﹢ 𝑏𝑏1𝑥𝑥1﹢
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 𝑏𝑏2𝑥𝑥2. . .﹢𝑏𝑏𝑛𝑛𝑥𝑥𝑛𝑛⬚⬚
, where 𝑏𝑏0 is the intercept and 𝑏𝑏𝑙𝑙 is the slope/correlation of the corresponding attribute, 𝑥𝑥𝑙𝑙 

[14]. 
 
Gradient Boosted Regression 
 
This model predicts non-linear relationships between damages and the other features by combining multiple 
weak models to create a decision tree with better performance. This model is represented by the equation, 
𝐹𝐹0(𝑥𝑥) = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑦𝑦(∑ ⬚𝑛𝑛

𝑖𝑖=1 𝐿𝐿(𝑦𝑦𝑖𝑖 ,𝑦𝑦)), where 𝐹𝐹0 is the predicted value, 𝐿𝐿 is the loss function, and argmin 
searches for the y value that minimizes ∑ ⬚𝑛𝑛

𝑖𝑖=1 𝐿𝐿(𝑦𝑦𝑖𝑖 ,𝑦𝑦). The loss function we chose was mean squared error 
(𝑀𝑀𝑀𝑀𝑀𝑀). 𝑀𝑀𝑀𝑀𝑀𝑀 is calculated by taking the average squared difference between the predicted and true values for 
damages. It is represented by the equation, 𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁
∑ ⬚𝑁𝑁
𝑖𝑖=1 (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤�)2, where 𝑁𝑁 is the number of samples we 

are testing against. I also chose a max_depth value of 2, which is a relatively low value. Max_depth indicates 
how deep the decision tree is, so the deeper the tree, the more splits it has. Higher values for max_depth can 
often lead to overfitting, which occurs when the model accurately predicts training data but does not improve 
on new data [15]. 
 
Ridge Regression 
 
Ridge regression is typically useful for models, like ours, with less than 100,000 samples. Ridge regression is 
similar to linear regression, except it incorporates a small amount of bias (the extent to which the model deviates 
from the samples). The added bias is called the Ridge Regression Penalty, represented by the equation  
𝜆𝜆 × 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒2, where 𝜆𝜆 is determined by cross-validation and 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the weight of each feature [16]. 
 
Random Forest Regression 
 
Similarly to gradient boosted regression, random forest regression combines multiple weak models, such as 
models that only predict the mean or use linear regression, to create an additive model with more accurate 
predictions. It is represented by the equation, 𝑔𝑔(𝑥𝑥) = 𝑓𝑓0(𝑥𝑥) + 𝑓𝑓1(𝑥𝑥) + 𝑓𝑓2(𝑥𝑥)+. .., where 𝑔𝑔 is the final model 
composed of the simple models, 𝑓𝑓𝑖𝑖 [17]. 
 
XGBoost Regression 
 
XGBoost regression is an extreme implementation of gradient boosted regression. It is often used with datasets 
with over 1,000 training samples and less than 100 features, like ours. Unlike gradient boosting regression, 
XGBoost has more advanced regularization, which helps minimize the loss function (𝑀𝑀𝑀𝑀𝑀𝑀) and reduces over-
fitting and underfitting [18]. 
 
Regression Neural Network 
 
Neural networks simulate how neurons work in our brains to learn the complex non-linear relationship between 
the features and the target value, in our case, damages. As shown in Fig. 3, neural networks consist of an input 
layer, hidden layers, and an output layer. Each layer has 𝑛𝑛 neurons and an activation function that introduces 
non-linearity to the function. A neural network is modeled by the equation, 𝑓𝑓:𝑅𝑅𝑛𝑛 → 𝑅𝑅𝑝𝑝, 𝑓𝑓 = 𝑔𝑔 ∘ 𝑓𝑓𝑘𝑘 ∘. . . 𝑓𝑓2 ∘ 𝑓𝑓1⬚, 
where 𝑛𝑛 is the dimension of the features, 𝑝𝑝 is the dimension of the damages, 𝑔𝑔 is the output function, and each 
function 𝑓𝑓𝑖𝑖⬚is a composed multivariate function, 𝑓𝑓𝑖𝑖(𝑥𝑥) = 𝑎𝑎(𝑤𝑤𝑖𝑖𝑥𝑥 + 𝑏𝑏𝑖𝑖). The 𝑎𝑎 in the composite function repre-
sents the activation function [19]. 
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Figure 3. Diagram of a neural network illustrating input layers, hidden layers, output layers, and weights [20]. 
 
Classification 
 
Classification models differ from regression models because rather than predicting a single numerical value, 
they predict whether a sample falls within a category [21]. Rather than predicting the exact value of damage, 
we propose a classification model that predicts the degree of damage. We use 7 categories, where the degrees 
of monetary damage are 103, 104,⬚ 105,⬚ 106,⬚ 107,⬚ 108,⬚ 109⬚. 
 
Classification Neural Network 
 
To prepare the data for the model, we first took the floor of the log of the damages, ⌊𝑙𝑙𝑙𝑙𝑙𝑙(𝑑𝑑𝑖𝑖)⌋, where 𝑑𝑑𝑖𝑖 is the 
damage value. As a result, the damages ranged from (3,10). I shifted the scale to (0,7) by subtracting all the 
damage values by 3. 

Each sample’s category is represented through one-hot encoding. One-hot encoding gives each sample 
an encoded sequence so that the model does not assume that higher values have more importance [22]. For 
example, if a damage value falls within the 105 category, it is not given a value of 2, but a one-hot encoded 
value of [0,0,1,0,0,0,0]. Likewise, a damage value within the 103 category has a value of [1,0,0,0,0,0,0]. 

As shown in Fig. 4, most of the data falls into the category with damage values that have a degree 104. 
To avoid skewing the model, we used random oversampling, which randomly samples data from a category to 
boost the number of data points in that category [23]. We did this until every category had the same amount of 
data. 
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Figure 4. These bar graphs illustrate the frequency of each category for the train and test data before and after 
random oversampling. 
 

Results 
 
Tuning the Regression Neural Network 
 
As shown in Fig. 5, we modeled the neural network’s performance to determine if the model was overfitting. 
When the model was overfitting, we made adjustments to its hyperparameters. The input layer stayed the same 
throughout the entire process, as it is standard for the number of neurons in the input layer to equal the number 
of features in the dataset. We found that the more hidden layers we added, the more the model was overfitting. 
As a result, we included two hidden layers with 32 neurons each to reduce the complexity of the model. We 
determined 0.01 was the best value for the learning rate, as it moderately changed the weights as each epoch 
progressed. We also tested whether scaling the x values with MinMaxScaler would help improve the predictions 
as the function scales the data within the range (0,1) to mitigate the effect of outliers. However, using 
MinMaxScaler caused slight overfitting, so we did not incorporate it into the final model. We chose a kernel 
initializer (initializes the weights of neurons) of random_normal as it initially samples the weights randomly 
from a normal distribution. Finally, we used the activation function Rectified Linear Unit (ReLU) because of 
its simplicity, reducing the training and running time. The ReLU function takes the form 𝑚𝑚𝑚𝑚𝑚𝑚 (0.0, 𝑥𝑥), when 
the input is x. It also incorporates non-linearity, which helps us build a more complex model [24]. We also 
tuned additional hyperparameters such as batch size, epochs, and optimizer. 

Volume 13 Issue 1 (2024) 

ISSN: 2167-1907 www.JSR.org/hs 9



 
 
Figure 5. This figure shows the error loss (MSE) as each epoch progresses for the best neural network. 
 
Tuning Classification Neural Network 
 
For the classification neural network, we used a slightly different architecture than the regression neural net-
work. We created two hidden layers in the model with 64 neurons each. We also included a dropout layer with 
a parameter of 0.1 between each layer to prevent overfitting. Dropout randomly drops neurons from the hidden 
layers and, as a result, reduces bias in the model because neurons cannot rely on a single input [25]. We chose 
a sigmoid activation function for the hidden layers because it best predicts probability [26]. We used softmax 
for the output layer because it transforms the raw outputs of the model into probabilities [27]. Finally, we chose 
a learning rate of 0.001, so the weights were changed by small amounts as each epoch progressed. 
 
Regression Performance Metrics 
 
We used the loss function 𝑀𝑀𝑀𝑀𝑀𝑀 to quantify the performance of the model. The loss function finds the difference 
between predicted and actual values [28]. A test of determining whether a model is actually improving com-
pared to simply guessing values is to compare the square root of the mean squared error (√𝑀𝑀𝑀𝑀𝑀𝑀) of the predic-
tions to the standard deviation of the test damages (𝑆𝑆𝑆𝑆𝑆𝑆). If √𝑀𝑀𝑀𝑀𝑀𝑀 < 𝑆𝑆𝑆𝑆𝑆𝑆, the model is doing more than simply 
predicting the mean of the damages [29]. The standard deviation of the test damages is 5.5468 × 107. As shown 
in Table 2, XGBoost and Gradient Boosting Regression were the only models where √𝑀𝑀𝑀𝑀𝑀𝑀 < 𝑆𝑆𝑆𝑆𝑆𝑆, and, there-
fore, are the best-suited regression models for predicting flood damages. 
 
Regression Metrics 
 
Table 2. This table shows for which models √𝑀𝑀𝑀𝑀𝑀𝑀 < 𝑆𝑆𝑆𝑆𝑆𝑆. 
 

Model √𝑀𝑀𝑀𝑀𝑀𝑀 √𝑀𝑀𝑀𝑀𝑀𝑀 ≤  𝑆𝑆𝑆𝑆𝑆𝑆 

XGBoost Regression 5.4932 × 107 Yes 

Volume 13 Issue 1 (2024) 

ISSN: 2167-1907 www.JSR.org/hs 10



Model √𝑀𝑀𝑀𝑀𝑀𝑀 √𝑀𝑀𝑀𝑀𝑀𝑀 ≤  𝑆𝑆𝑆𝑆𝑆𝑆 

Gradient Boosting Regression 5.5053 × 107 Yes 

Ridge Regression 5.5480 × 107 No 

Linear Regression 5.5485 × 107 No 

Neural Network 5.5546 × 107 No 

Random Forest Regression 6.1017 × 107 No 

 
Classification Performance Metrics 
 
We graphed the training accuracy and validation accuracy of the model, which both increased steadily. The 
training accuracy reached 51.14%, and the validation accuracy reached 37.18%. Accuracy is measured by 
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

× 100. Training accuracy is for the training data, and validation accuracy measures perfor-

mance on unseen test data [30]. 
We also used the loss function, categorical cross-entropy, which returns probabilities that a test damage 

value is in each category [31]. For example, if a test damage value is 103 and the model accurately predicts this 
value, the true value for damages would be [1,0,0,0,0,0,0], but the predicted could be 
[0.5,0.3,0.05,0.03,0.09,0.01,0.02]. Both are accurate, but [1,0,0,0,0,0,0] has a lower loss because it is the true 
value. Ideally, the loss should decrease, but as shown in Fig 6., the loss values increased as the epochs pro-
gressed. 
 

 
 
Figure 6. This figure shows the error loss (categorical cross-entropy) for the model as each epoch progresses. 
 
Regression Experimental Results 
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We plotted the predictions for each model on graphs to qualitatively determine which models had the best 
results. As shown in Fig. 7, Random Forest Regression and Gradient Boosting Regression appear to work best. 
 

 
 
Figure 7. The x-axes of these graphs are the log of y_test (the accurate values for damages), and the y-axes are 
the log of the predictions the model outputs given x_test. Each point displays a single sample for the test dataset. 
In the zero loss scenario, 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑦𝑦 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, which is displayed by the 𝑦𝑦 = 𝑥𝑥 line in red. 
 
Classification Experimental Results 
 
We qualitatively analyzed the results for the classification model using a confusion matrix. By showing what 
the model predicted within each category, the confusion matrix allows us to determine which degrees of damage 
are easier to predict. As shown in Fig. 8, we found that damages with a degree of 103, 107, 108, and 109 were 
better predicted. We see that there is a more concentrated diagonal for larger values of damage. This shows that 
classification neural networks have better accuracy for higher monetary damage. 
 

 
 
Figure 8. This correlation matrix shows the frequency of predictions that fell into each category, along with the 
true value of the predictions. Lighter colors indicate a greater number of samples, and darker colors indicate 
fewer samples. 
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Discussion 
 
We found that the Gradient Boosting Regression and XGBoost models worked best. Both models performed 
better than simply predicting the mean of the damages, and the prediction generally fell along the 𝑦𝑦 = 𝑥𝑥 line. 
This tells us that decision trees are useful tools for monetary flood prediction and are better predictors than 
neural networks and other regression models. The regression neural network had an error rate higher than the 
error for mean prediction. The classification model had a very high loss, but it did predict large values of dam-
ages very well. Additionally, random oversampling improved the model’s accuracy, which is a good sign be-
cause flood data is already very difficult to collect. If we supplement the data with additional datasets that 
contain a wider range of variables, we could further improve the Gradient Boosting Regression and XGBoost 
models. 
 

Conclusion 
 
In this paper, we present regression and classification techniques to find viable models that predict monetary 
damages caused by flooding. Prior work in the field has primarily focused on flood risk instead of flood-related 
monetary damage. The primary work on economic loss due to flooding was conducted in rural China [12]. Our 
work seeks to find alternate techniques, features, and models that are useful in predicting economic damage in 
rural and urban locations in the United States. We find that Gradient Boosting Regression and XGBoost Re-
gression have the best results, upsampling is an effective tool to combat limited flood data, and floods with 
higher monetary damages are easier to predict with classification neural networks. As climate change pro-
gresses, the frequency and impact of flooding will only worsen [32]. Further exploration in this field will enable 
the development of additional tools that can better inform citizens, insurance companies, and governments. This 
work is a promising step toward better and equitable disaster management decisions. 
 

Limitations 
 
There is still much more work to do to create additional tools for communities to obtain more accurate estimates 
of flood damages [33]. Our work provides a baseline for further flood damage prediction and broader natural 
disaster research. We were limited in our choice of datasets and computing power. With richer datasets, varia-
tions of Gradient Boosting algorithms, and a more focused range of damages, models could be created to give 
citizens information about their homes to discover their risk of flood damage, insurance companies coul im-
prove the accuracy of flood policy underwriting, and governments could determine how best to allocate re-
sources ahead of major flooding events. 
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