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ABSTRACT 
 
Over the last 20 years, the number of children born with Autism Spectrum Disorder (ASD) and Attention-
Deficit Hyperactivity Disorder (ADHD) has significantly increased. According to the U.S Centers for Disease 
Control and Prevention, the number of children with ASD in the United States had increased from 1 in 150 in 
2000 to 1 in 36 in 2020, which is an increase of 316.7% and the number of children with ADHD has been 
around 10% of Population. As the number of children with ASD and ADHD is increasing rapidly, an early 
diagnosis of both mental disorders is essential, which can contribute to the improvement of the condition of 
children significantly. By employing retinal images, the early detection of ASD and ADHD in the developmen-
tal stages of childhood becomes feasible. Consequently, the development of a diagnostic system that identifies 
the presence of ASD and ADHD is essential for healthcare interventions and the enhancement of children's 
well-being when potential remediation is attainable. This research aims to develop a system for early diagnosis 
of ASD and ADHD utilizing retinal images and deep learning through convolutional neural networks. The 
proposed approach classifies the retinal images into disorder categories and severity levels. Experimental results 
demonstrate the viability of the proposed approach as a biometric for the early diagnosis of ASD and ADHD. 
 

Introduction 
 
Autism Spectrum Disorder (ASD) and Attention-Deficit Hyperactivity Disorder (ADHD) are neurodevelop-
mental disorders that present serious challenges in various aspects of life. ASD is a complex disorder that affects 
social interactions, communication skills, and behavioral patterns. It manifests as a spectrum, meaning that the 
symptoms can range from mild to severe, and each individual's experience with the disorder is unique. Common 
challenges include difficulties in understanding social cues, impaired verbal communication, and a tendency 
for repetitive behaviors or fixations on specific interests. Similarly, ADHD is characterized by persistent issues 
with attention, hyperactivity, and impulsivity. These symptoms often manifest in daily life as difficulties in 
maintaining focus, excessive fidgeting or restlessness, and impulsive decisions that may lead to negative con-
sequences. Similar to ASD, ADHD can also vary in severity and impact different areas of life, including aca-
demic performance, occupational success, and interpersonal relationships.  

One crucial similarity between ASD and ADHD is the immense importance of early diagnosis. Iden-
tifying these disorders at an early stage opens the door for prompt intervention, which is often more effective 
when initiated at a younger age. Early therapeutic interventions can focus on enhancing social and communi-
cation skills in children with ASD, while behavioral therapies for ADHD can help in managing symptoms and 
improving focus. Moreover, an early diagnosis is not just beneficial for the child but also for the parents and 
caregivers. It provides a much-needed framework for understanding the child's unique behavioral patterns and 
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developmental needs. This understanding enables parents to adopt more effective parenting strategies, tailored 
to their child's condition, thereby fostering a more supportive and positive parent-child relationship. By empha-
sizing the importance of early diagnosis and intervention, we can significantly alter the trajectory of these dis-
orders, offering children a better chance at a fulfilling and independent life. Therefore, it is crucial to propose 
an automated method to detect ASD and ADHD at an early stage of children which can be held easily and 
quickly, with high accuracy.  

In this study, I introduce a novel method for diagnosing ASD and ADHD by utilizing retinal images. 
Given the close association between retinal images and brain structure, I explored the potential of using retinal 
images to detect mental disorders, particularly in cases where individuals with ASD and ADHD exhibit distinc-
tive brain structures compared to those without such disorders. The focus of my research is on classifying ASD 
and ADHD in children through the analysis of retinal images. Employing convolutional neural networks, I 
trained a machine learning model using retinal images from individuals with ASD, ADHD, and those without 
any mental disorders, encompassing variations in disorder severity. 

The following chapters of this paper are structured as follows: Chapter 2 provides background 
knowledge to enhance the comprehension of the proposed approach. In Chapter 3, I explain the details of the 
proposed method, explaining its components and underlying mechanisms. Chapter 4 offers a comprehensive 
presentation of experimental results and an in-depth analysis. Finally, Chapter 5 summarizes the key findings 
and implications of this research. 
 
Related Work 
 
Retinal Image  
 
Retinal imaging involves capturing detailed images of the retina, the light-sensitive tissue at the back of the eye 
responsible for converting light into electrical signals sent to the brain. It consists of several layers of cells, 
including photoreceptor cells (rods and cones) that capture light and convert it into electrical signals. These 
signals are then transmitted through the optic nerve to the brain, where they are interpreted as visual information. 

Retinal imaging has various applications in medical diagnosis, including detecting and monitoring eye 
diseases such as diabetic retinopathy, macular degeneration, and glaucoma. Additionally, recent research has 
explored the potential of retinal imaging in diagnosing and monitoring systemic conditions, including neuro-
logical disorders like Alzheimer's disease (Cheung et al. 2022), and Parkinson's disease (Hasan et al. 2023).  

Inspired by this previous research, I present a pioneering neurodevelopmental disorder diagnosis sys-
tem that leverages retinal images. This system processes retinal images as input and generates a probability 
prediction indicating whether the patient has a neurodevelopmental disorder. Further elaboration on the work-
ings of this system will be offered in Chapter 3. 
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Figure 1. Example of retinal image and retinal screening device (Russo 2020) 
 
Image Classification with Convolutional Neural Network 
 
An image classification system, particularly one based on convolutional neural networks, is a technology that 
automates the process of identifying and assigning predefined labels or categories to images. This is a type of 
computer vision task, with applications ranging from medical diagnosis, autonomous vehicles, and facial recog-
nition to the analysis of satellite imagery. 
 

 
 
Figure 2. Example of the convolutional neural network-based classification system (Sharma 2023) 
 

Convolutional neural networks are a type of deep neural network designed specifically for image-
related tasks. They have proven highly successful in image classification due to their ability to automatically 
learn hierarchical representations of features. The main operation of convolutional neural networks is convolve 
operations that apply filters (also known as kernels) to input images, capturing local patterns like edges or 
textures. Multiple convolutional layers are stacked to capture increasingly complex features. Convolutonal neu-
ral networks excel at capturing spatial hierarchies and recognizing patterns which makes them ideal for image-
related tasks.  

Taking advantage of this benefit, my research employs a convolutional neural network-based classifi-
cation system to analyze retinal images for diagnosing neurodevelopmental disorders, such as ADHD and ASD. 
A detailed exposition of the network architecture is provided in Chapter 3 
 

Proposed Method 
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Figure 3 illustrates the architecture of the proposed neurodevelopmental disorder classification system. This 
system takes a singular retinal image as input and generates two predictions: the disorder class and its corre-
sponding severity level. The architecture comprises three modules, including convolutional layers, and two 
classifiers - one for disorder classification and another for severity classification. 
 

 
 
Figure 3. Architecture of the proposed neurodevelopmental disorder classification system 
 

The convolutional layer processes the input image to extract an activation map, mathematically repre-
senting meaningful visual patterns present in the provided retinal image. This activation map is directed to both 
the disorder and severity classifiers to predict the output which encompasses the type of disorder and its corre-
sponding severity level. Equations 1 and 2 summarize the prediction process. 

Equation 1: Disorder classifier  
 

 
 

Here, Z denotes the activation map extracted from the convolutional layers and Ф𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 represents 
the learnable parameters of the disorder classifier. The variable  Pdisorder represents the probability of predicting 
the disorder type, including normal, ADHD, and ASD. 

Equation 2: Severity classifier  
 

 
 

In Equation 2, Ф𝑑𝑑𝑑𝑑𝑠𝑠𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠 severity represents the learnable parameters of the severity classifier, and 
Pseverity signifies the probability of predicting severity types, including mild, moderate, and severe. For network 
training, I employ the cross-entropy loss function which quantifies the difference between the prediction prob-
abilities and the ground truth distribution. Equation 3 explains the cross-entropy loss function. 

Equation 3: Cross entropy loss function 
 

𝐿𝐿 = −𝑙𝑙𝑙𝑙𝑙𝑙𝑑𝑑⬚𝑃𝑃 
 

In Equation 3, P signifies the probability of each prediction from both the severity and disorder clas-
sifiers. This loss function is commonly employed for training various types of classification networks. The 
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function yields a zero value when the model produces perfectly accurate results and approaches infinity when 
deviations occur. 

For the architectures of the proposed method, I implement three-layer neural networks for both the 
disorder and severity classifiers. In terms of convolutional layers, I explored several established convolutional 
neural network architectures. The selection of convolutional neural network architectures will be examined 
further in Chapter 4. 
 

Experimental Results 
 
In this chapter, I provide a comprehensive overview of the dataset employed for training the proposed method. 
I utilized the Neurodevelopmental Disorder Retinal Image Dataset (AI-Hub 2023), which includes retinal image 
samples labeled into three classes: normal, ADHD, and ASD. Additionally, ADHD and ASD image samples 
are categorized based on severity levels, including mild, moderate, and severe. The distribution of samples in 
the dataset is illustrated in Figure 4. 
 

  

(a) (b) 

Figure 4. Dataset sample distribution. (a): class distribution and (b): patient age distribution 

 
The dataset comprises a total of 412,559 retinal image samples, collected from children aged between 

0 to 21. Within the overall dataset, 79.8% corresponds to normal samples, 15.3% to ADHD, and the remaining 
4.9% to ASD. To assess the performance of the proposed method, four commonly employed inference metrics 
in image classification tasks—accuracy, recall, precision, and F1-score—are utilized, as explained in Figure 5. 
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Figure 5. Inference metrics used in this research  
 

In the experiment, I conducted a study by selecting eight distinct convolutional neural network archi-
tectures to construct the convolutional layers in the proposed method. Subsequently, I trained each architecture 
using the dataset with identical training hyperparameters. The four aforementioned inference metrics were 
measured for each trained model, and the results are summarized in Table 1 and illustrated in Figure 6. 
 
Table 1. Inference metric evaluation and comparison (disorder classification) 
 

 Accuracy Recall Precision F1-Score 
VGG19 

(Simonyan et al. 2014) 
0.8465 

(±0.0016) 
0.7895 

(±0.0012) 
0.6766 

(±0.0007) 
0.7104 

(±0.0008) 
MobileNetV2 

(Sandler et al. 2018) 
0.8570 

(±0.0005) 
0.8091 

(±0.0008) 
0.6910 

(±0.0011) 
0.7316 

(±0.0009) 
ShuffleNet 

(Zhang et al. 2018) 
0.8555 

(±0.00016) 
0.8082 

(±0.0014) 
0.6905 

(±0.0013) 
0.7288 

(±0.0011) 
Xception 

(Fran et al. 2017) 
0.8637 

(±0.0010) 
0.8189 

(±0.0013) 
0.6972 

(±0.0015) 
0.7375 

(±0.0009) 
HRNet-w32 

(Wang et al. 2020) 
0.8656 

(±0.0012) 
0.8184 

(±0.0011) 
0.7005 

(±0.0009) 
0.7384 

(±0.0013) 
ResNext-50 

(Xie et al. 2017) 
0.8704 

(±0.0009) 
0.8231 

(±0.0009) 
0.7055 

(±0.0008) 
0.7436 

(±0.0011) 
Densenet-121 

(Huang et al. 2017) 
0.8823 

(±0.0012) 
0.8262 

(±0.0014) 
0.7254 

(±0.0009) 
0.7561 

(±0.0015) 
Resnet-50 

(He et al. 2016) 
0.8894 

(±0.0012) 
0.8419 

(±0.0008) 
0.7241 

(±0.0007) 
0.7621 

(±0.0009) 
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Figure 6. Inference metric evaluation and comparison (disorder classification) 

 
As shown in Table 1 and Figure 6, all trained models utilizing the eight selected architectures achieved 

a minimum accuracy of 84% which showcases remarkable results. VGG19 (Simonyan et al., 2014) demon-
strated the lowest performance, attributed to its relatively shallow network depth. Conversely, MobileNetV2 
(Sandler et al., 2018), ShuffleNet (Zhang et al., 2018), Xception (Fran et al., 2017), and HRNet-w32 (Wang et 
al., 2020) exhibited comparatively higher performance due to their deeper network architectures. Densenet-121 
and ResNet-50 yielded the most accurate results which benefit from their extremely deep network structures. 

Furthermore, I assessed the performance of the severity classification task for ResNet-50, which 
achieved the highest accuracy in the disorder classification task, as summarized in Table 2. The result indicates 
an accuracy of approximately 92%, highlighting a remarkable performance in severity classification as well. 
 
Table 2. Inference metric evaluation (severity classification) 
 

 Accuracy Recall Precision F1-Score 
Resnet-50 

(He et al. 2016) 
0.9245 

(±0.0012) 
0.8798 

(±0.0008) 
0.8705 

(±0.0007) 
0.8750 

(±0.0009) 
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(a) (b) 

Figure 7. Confusion matrix result. (a): disorder classification, and (b): severity classification 

 
Figure 7 represents the confusion matrix of the proposed method which proves a high true positive 

rate that attests to the consistency and robustness of the approach. In Figure 7(b), an analysis of severity classi-
fication performance indicates that the trained model tends to misclassify the moderate and severe classes which 
represents a limitation of the proposed method. This issue will be addressed in future studies through the utili-
zation of image segmentation techniques focused on retinal blood vessel analysis to enhance overall perfor-
mance. 

Lastly, I conducted a data augmentation experiment to investigate how modifying the pixel distribution 
of input retinal samples impacts the accuracy of the proposed method. 
 
Table 3. Data augmentation study  
 

Data Augmentation Accuracy 
Baseline 0.8894 (±0.0012) 

Horizontal Flip 0.8754 (±0.0009) 
Brightness 0.8767 (±0.0011) 
Grayscale 0.8481 (±0.0008) 

Color Jitter 0.8387 (±0.0009) 
Histogram Equalization 0.8948 (±0.0011) 
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Figure 8. Data augmentation study 
 

Table 3 and Figure 8 summarize the findings from the data augmentation study. Initially, I trained the 
ResNet-50-based proposed method without employing any data augmentation technique referred to as the base-
line. I trained the same architecture model using five popular data augmentation techniques, including horizon-
tal flip, brightness adjustment, grayscale transformation, color jitter, and histogram equalization. 

The incorporation of additional geometric information, such as horizontal flips, did not contribute to 
an increase in accuracy. Similarly, modifications at the pixel-level intensity through brightness adjustment, 
grayscale transformation, or color jitter did not result in improved accuracy. However, histogram equalization, 
which adjusts image contrast by redistributing intensity values across the entire range, demonstrated increased 
accuracy. I attribute this improvement to its ability to normalize retinal images into a specific color range. 
 

Conclusion 
 
In this research, I proposed a neurodevelopmental disorder diagnosis system that leverages retinal images and 
employs convolutional neural networks for classification. The objective was to contribute to the early detection 
and diagnosis of Attention-Deficit Hyperactivity Disorder (ADHD) and Autism Spectrum Disorder (ASD) dur-
ing childhood developmental stages. The comprehensive exploration of this innovative approach has yielded 
valuable insights and promising outcomes. The proposed system demonstrated robust performance, achieving 
at least 84% accuracy across various convolutional neural network architectures, as detailed in Chapter 4. Fur-
thermore, the severity classification task for ResNet-50, the top-performing model in the disorder classification 
task, displayed an impressive accuracy of approximately 92%. While the proposed approach showcased prom-
ising results, limitations were identified, particularly in the misclassification of moderate and severe severity 
levels. In the future, I plan to develop image segmentation techniques, specifically focusing on the analysis of 
retinal blood vessels, to mitigate this issue and enhance overall performance. 
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