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ABSTRACT 
 
Excessive thermal runaway typically manifests itself in computer component damage and other various negative side 
effects. As a mitigation strategy, end-users and consumers typically implement differing methods of component cool-
ing, including fan-heatsink cooling, heatsink-only cooling, and liquid-based cooling. Different cooling methods re-
main impactful to modern computing, as it remains a core component in the thinking of thermal design and reliability 
engineering in the realm of semiconductor devices. The industry-wide acceptance of the end of Dennard scaling and 
the imminent end of Moore’s law are major factors that are currently impacting CPU power consumption trends and 
modern cooling philosophies. Transistor packing and process refinement is beginning to push against atomic bound-
aries in combination with phenomena such as leakage current and high current density, causing a general trend of 
increasing temperatures generation-to-generation in microprocessors. As a result, thermal mitigation strategies and 
protections must be in place to reduce damage and catastrophic failure while increasing performance of the die pack-
age. In a high-heat scenario, liquid-cooling can provide up to 38% to 48% improvement over fan-heatsink variants 
depending on the type of workload executed by the processor. Fan-heatsink cooling faces thermal resistance limita-
tions in the form of spreading and air convection resistance as a result of heatsink material composition, the resistance 
along the path of heat flow impeding conduction rate, and the lower thermal conductivity of air compared to liquid. 
Currently, the best performing variant appears to be liquid-based cooling while fan-heatsink combinations provide 
adequate levels of thermal dissipation based on these observations. 
 

Introduction and Historical Context 
 
The issue of transistor miniaturization posed many challenges to energy efficiency and improved performance in 
computing technology in the 1970s. Thermal and energy design was an important issue as manufacturers tried to 
manage ways to increase transistor density and decrease transistor size without the risks associated with excessive 
heat and reliability concerns. Robert H. Dennard was an electrical engineer who addressed these issues with a pub-
lished work titled, “Design of Ion-Implanted MOSFETs with Very Small Physical Dimensions” which facilitated a 
roadmap of modern semiconductor manufacturing. The authors outlined a process in which metal-oxide-semiconduc-
tor field-effect transistors (MOSFETs) can be physically shrunk while still preserving the electric field strength, al-
lowing no compromises to performance or design complexity (Bohr, 2007). In practicality, this allowed microproces-
sor devices to be designed with smaller lithographic process nodes while also enabling manufacturers to introduce 
more transistors on the device, therefore enabling improvements in transistor density, power efficiency, and perfor-
mance per watt. These findings had impacted transistor and chip design philosophies for the following decades, lead-
ing to great advancements in semiconductor technology. However, these developments would meet difficulties in the 
mid-2000s; as transistor packages became more and more dense, power density to performance no longer scaled. The 
effects of quantum and direct band-to-band tunneling also initiated higher levels of leakage current (in which electrons 
at nanoscale could penetrate the gate oxide insulating layer causing superfluous energy consumption), leading to 
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power efficiency losses, which particularly became an issue as manufacturing processes began to implement smaller-
scale processing nodes (Bohr, 2007; Su et al., 2003).  

Scaling down other components, such as the gate oxide (SiO2 dielectric) thickness, became a challenge to 
overall transistor downscaling as leakage current became a more prominent issue (Bohr, 2007). Scaling down the 
transistor node in accordance with Dennard scaling would also require that the SiO2 dielectric atomic layers also 
become downscaled, which is an issue because smaller nodes need thicker SiO2 dielectric layers to counter the leakage 
current side-effects (Leong et al., 2006; Su et al., 2003). However, thickening this layer would be counterproductive 
as thickening the SiO2 dielectric would also thicken the dimensions of the transistor, leading to complications with 
transistor downsizing (Leong et al., 2006). Another issue is that SiO2 dielectric downscaling is a finite process as 
transistors begin to push atomic limits, in which atoms required for the SiO2 dielectric exceed that of what is required 
of the process node; this is crucial once process nodes begin to reach nanometer scale (Bohr, 2007). 

The subsequent end of Dennard scaling marked the end of an era in which microprocessors no longer offered 
the benefits of increasing performance for the same amount of wattage drawn. As a response to this development, 
mainstream microprocessor design began to shift towards having multiple cores within the CPU package (Esmaeilza-
deh, 2011). In turn, these new adoptions had decreased the power efficiency of the package for less generation-to-
generation improvement as a result of increasingly expensive lithographic fabrication processes and rising watts per 
square millimeter power density. The culmination of these factors helped to contribute to the growing trend of power 
consumption for consumer and data-center processors (Esmaeilzadeh, 2011). In turn, increased power consumption 
leads to higher temperatures, ultimately emphasizing the need for active cooling for longevity in data-center, enter-
prise, and personal computing (Pedram & Nazarian, 2006). 
 

Defining Excessive Thermal Load 
 
Excessive thermal load is characterized by the state in which an implemented cooling solution is no longer capable of 
handling the heat load imposed by the underlying CPU package power consumption (Vassighi & Sachdev, 2006). 
Depending on the model utilized, a modern CPU package may include the integrated memory controller, onboard 
cache, integrated graphics, system agent, and other input/output devices that may contribute to heat generation. More 
modern chips have an underlying thermal junction maximum temperature (TjMAX), which states the highest operat-
ing temperature that would be considered safe and manageable under normal operating conditions for the processor 
cores. These normal operating parameters often are specified by the manufacturer of the chip and vary from model-
to-model (Ramakrishnan et al., 2021). As of recent years, there is no de facto standard set by the modern chip manu-
facturers of today (Intel and AMD) that describe safe operating temperatures for all processors, meaning that proper 
documentation must first be consulted before use.  

Once the TjMAX boundary has been crossed, there are three potentialities: 1) The chip may underclock — 
a mechanism that reduces the clock cycle frequency from the manufacturer’s specified normal operating ranges, lead-
ing to reduced performance capability; 2) The chip may be undervolted — leading to the degradation in performance 
as a trade-off for system stability and safety; 3) The chip or hardware firmware may not have any protective measures 
in place to remediate the generated heat, causing catastrophic failure, reduced lifespan, or permanent performance loss 
(Mazouz et al., 2014; Vassighi & Sachdev, 2006). A normal safety response to high temperature in modern computers 
is typically a combination of 1 and 2, a widely known reliability design measure known as thermal throttling (Jalili et 
al., 2021). Computer shutdowns are typically a last resort response to prolonged excessive temperature gain. The 
lattermost possibility is more common in antiquated legacy systems that predated the existence of temperature-induced 
thermal throttling; they also predated C-state residencies in which the CPU cores during idle times would deactivate 
as a power saving mechanism (Ilsche et al., 2018). These safeguards ultimately prevent the possibility of damage to 
the computer components, but at the cost of potential end-user satisfaction as a result of the performance sacrifices 
made, emphasizing greater importance for power efficiency and the mitigation of overheating in its entirety (Schöne 
et al., 2019).  
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Defining Proper Cooling 
 
First, to achieve proper cooling, the thermal conductivity of the transfer device must first be sufficient to handle the 
thermal output of the components it is cooling. This can be measured by the thermal design power (TDP) specifications 
of the cooling device and CPU; this describes the theoretical maximum amount of heat that a cooling device can 
dissipate and the theoretical maximum amount of heat that a component can generate, as measured in watts (Jalili et 
al., 2021). Second, the CPU components must stay under certain operating temperatures as specified by TjMAX in 
order to prevent damage. Third, in a typical cooling environment, the cooler and the CPU must reach steady state and 
thermal equilibrium while still maintaining temperatures under the safe operating limits of the particular CPU model 
(Pedram & Nazarian, 2006; Ramakrishnan et al., 2021).  

In unmanaged, high heat computer workloads, steady state may not be observed in cases where the cooling 
solution is insufficient to the thermal demands of the processor; as mentioned earlier, in this scenario, temperatures 
would continue to rise until damage, or until the computer itself implements protective measures (thermal throttling, 
shutdown, etc.). The focus of this paper is centered on two main methods of cooling that are implemented to achieve 
a temperature state below TjMAX, including but not limited to: 1) fan-heatsink cooling; 2) liquid-based cooling. 
 

Using Heat Exchanging Methods as a Distinction Between Heatsink Cooling and 
Cold Plate Cooling 
 
Heatsink methods and liquid-based methods both have similar, yet distinct ways in which they transfer heat from the 
CPU package. They are similar in that they contact the integrated heat spreader (IHS) to transfer heat away from the 
package. However, there lies a crucial difference in where this heat may be transferred. The methods described below 
will outline the general cooling processes and may dismiss other critical aspects (such as thermal interface material 
and ambient temperature) for the sake of focusing on the general dichotomies of the two processes as well as for 
simplicity. 
 In heatsink cooling methods, thermal transfer is a passive process, strictly speaking, without the use of a fan. 
The heatsink must also make complete contact with the CPU IHS to transfer heat (Zhang et al. 2021). Typically, the 
heatsink has split heat pipes that lead to fins and other sources of additional surface area made of thermally conductive 
material like copper (Cu) or aluminum (Al) to draw away heat from the package (Ramakrishnan et al., 2021; Zhang 
et al., 2021). The passivity can be attributed to the dependence on natural convection in the air to dissipate heat away 
from the entire heatsink system, meaning that there are no mechanical or moving parts that are needed (Pedram & 
Nazarian, 2006; Zhang et al., 2021). However, this changes when a fan is added to the system, in which the system 
utilizes active convection and fluid flow through the heatsink fins to dissipate heat into the surrounding air (Fan et al., 
2018). Essentially, the lack of moving parts in a heatsink-only system makes it a passive solution reliant on natural 
convection and pure surface area, while the addition of a fan makes it an active system, drawing air into and out of 
the heated surface area to reduce temperatures and increase efficiency. 
 In traditional liquid-loop cooling methods, thermal transfer is an active process in which liquid coolant flows 
through thermally conductive microchannels within a cold plate (Fan et al., 2018; Ramakrishnan et al., 2021). The 
cold plate contacts the CPU IHS leading to heat transfer; this heat energy then transfers to the conductive microchan-
nels to where the heat can be transferred to the coolant liquid. The coolant may be transported from a pump that 
maintains a certain flow rate to ensure that coolant can circulate throughout the looped system. This liquid may then 
be cooled through a heat exchange system, such as a radiator, where the heat energy can be dissipated through active 
convection, such as a fan. The coolant then loops around the system again to help transfer more heat away from the 
cold plate after passing through the heat exchanger, ultimately circulating coolant around in a looped fashion (Fan et 
al., 2018; Ramakrishnan et al., 2021).  
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A major distinction here is that heatsinks are used primarily for air cooling and air convection with fan-
heatsink or standalone heatsink setups, while cold plates are used for liquid-based systems. This will help to clarify 
future terminological use of heatsinks and cold plates going forward in this paper, as they are very similar in function 
and application, but the fundamental nature of how they function remain the differentiative factors between them. 
 

Die-Heatsink and Die-Cold Plate Transfer Process 
 
Thermal transfer begins first within the CPU package itself. The heat generating components of the CPU are all placed 
in a single package, called the die, on the processor substrate and other printed circuit board (PCB) components. Once 
these components are in use and generating thermal load, the heat may be transferred from the CPU die to the first 
layer of thermal interface material (TIM1). This TIM1 is applied in between the CPU die and IHS and may come in 
the form of thermally conductive paste or thermally conductive phase change material (e.g., a thermal pad) (Nylander 
et al., 2018; Shia & Yang, 2020). This layer can help to fill the air gaps at a microscopic level in order to maximize 
the thermal transfer area from the die to the IHS. By maximizing this area, thermal resistance can also be reduced as 
the contact surface area is increased (Shia & Yang, 2020).  

The heat energy, once saturated by the IHS, must then transfer to the heatsink/cold plate. To facilitate this 
transfer and to maximize transfer area, a second layer of TIM (TIM2) is used in between the IHS and heatsink/cold 
plate and is also made of thermally conductive pastes or phase change material (Shia & Yang, 2020). Once the thermal 
energy is absorbed by a heatsink, the energy is then dissipated through active convection that is initiated by a fan 
propelling air into or out of the heatsink fins. In the case of a cold plate, the energy would be dissipated through the 
coolant in the system, to then being expelled through a heat exchanger device, such as a radiator (Fan et al., 2018). 

The IHS acts as a protective cover to the CPU die and facilitates heat transfer by increasing the contact size 
of the CPU with the cooler heatsink, rather than attaching the cooler to the package itself. However, implementing an 
IHS may also impede overall thermal transfer as the IHS can also act as a thermal resistance barrier in between the 
CPU die package and heatsink (Ramakrishnan et al., 2021; Vassighi & Sachdev, 2006). Overall, however, total ther-
mal resistance can be measured by combining the total resistances of TIM1, TIM2, IHS, and heatsink thermal re-
sistance. This is a crucial component of thermal transfer as it determines how much of the heat is resisted for the 
difference in junction and ambient (coolant) temperature (Ramakrishnan et al., 2021; Vassighi & Sachdev, 2006). 
 

Fan-Heatsink Cooling  
 
As stated above, this method relies solely on a properly mounted and attached heatsink to the IHS of the CPU. Heat 
is generated in the die package then transfers to the TIM1 and subsequently the IHS. Thermal energy then transfers 
from the IHS to the TIM2 to facilitate transfer to the heatsink (Nylander et al., 2018). Keep in mind that all of the 
layers of thermal transfer also lead to extra layers of thermal resistance (Ramakrishnan et al., 2021). Heat pipes from 
the heatsink carry thermal energy to the heatsink fins, which provide adequate surface area for heat to be dissipated. 
A fan is attached to the heatsink fins, which is used to further expel the thermal load through active convection and 
active fluid flow (Zhang et al., 2021).  

A performance study was published by researchers of Microsoft’s Azure, CO+I, and Research departments, 
analyzing the efficiency of fan-heatsink air cooling involving the use of overclocked systems in a stress-tested envi-
ronment using utilities such as Prime95, Intel XTU, and Cinebench to test the maximum possible thermal load on a 
microprocessor (Ramakrishnan et al., 2021). To determine overclocking stability, Prime95 and XTU workloads were 
run for 5 minutes each while Cinebench looped for three rounds. The processor used was the Intel i9-9900k, with a 
TDP of 95W, which is normally exceeded in overclocking scenarios. The default TjMAX specification for the pro-
cessor model was determined to be 95℃. The TIM2 they used for their air-cooled system was a thermal paste with a 
thermal conductivity of 8.5 W/mK and was standard throughout their testing. The TIM1 was undetermined but was 
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described as indium-based in their findings for the i9-9900k they tested, and the heatsink they used was the model 
Intel XTS100H. Fan speeds remained constant with an airflow volume of 0.158 CFM per watt; the air inlet temperature 
also remained constant at 34℃. The fan-heatsink system was noted to have a higher thermal resistance (0.56℃/W) 
(Ramakrishnan et al., 2021).  

Power testing indicated that liquid-based cooling (also at 34℃ inlet temperature) allowed for a power draw 
increase of 38% in Prime95, 42% in XTU, and 48% in Cinebench while also maintaining similar junction temperatures 
as fan-heatsink cooling (Ramakrishnan et al., 2021). The Prime95 workload tested (with 34℃ inlet temperature) with 
fan-heatsink cooling appeared to be the most rigorous and taxing to the system as the highest achieved core voltage 
and frequency during the overclocks were the lowest of all the other workloads in the testing suite. The workload 
imposed by Prime95 limited the core clock frequency to below 3.5 GHz and the core voltage to 1.1 volts. The results 
demonstrate that fan-heatsink cooling was the worst performing overall due to its higher thermal resistance when 
compared to other forms of cooling, such as liquid-based cooling or 2-phase immersion cooling (Ramakrishnan et al., 
2021; Zhang et al., 2021). To be precise, air has a higher thermal resistance and lower thermal conductivity when 
compared to liquid and other fluids as a result of its less efficient heat transfer properties. Overall, however, the fan-
heatsink solution was sufficiently able to stay under TjMAX with a heavy load, albeit with lower power draw, meaning 
that the solution is not as capable in dissipating heat with higher power draws as observed in the liquid-cooled results 
(Ramakrishnan et al., 2021). 

It was also concluded that cooling performance in a fan-heatsink configuration could be optimized by in-
creasing the airflow capabilities of the fan and by also increasing the heatsink fin density to increase the dissipation 
surface area. Another improvement strategy included the integration of enhanced heat pipes and vapor chambers 
within the heatsink system; the disadvantages would be the potential cost of engineering a solution that integrates 
these devices (Ramakrishnan et al., 2021; Vassighi & Sachdev, 2006). 

It is important to note that these observations for potential improvement did not consider the effect of static 
pressure (mmH2O) and the non-standardized measurement of the TIM2 thermal conductivity. Static pressure is a more 
common phenomenon in aircraft flight, in which the shape of aircraft wings helps to manipulate pressure differentials 
between the upper and lower sides of the wings to generate lift and streamline airflow across the wings (Rodi & Leon, 
2012). Strictly speaking, static air pressure, in the context of computer cooling hardware, is an important measurement 
for a fan’s ability to push air against and through an impeding object while still maintaining steady airflow. The same 
aircraft principle also applies to a heatsink fan, in which the operating fan blades overcome pressure differentials 
within the heatsink fins to push steady airflow across. An example of static pressure would be a fan’s ability to push 
air through heatsink fin gaps, radiator fin gaps, and other obstructions (Siddarth et al., 2018). Intrinsically, high airflow 
optimization does not necessarily mean high static pressure; a high airflow volume fan may not have the ability to 
exert enough pressure through restrictive spaces, leading to difficulties in cooling and maintaining an airflow path 
through the space due to potential pressure differences (Siddarth et al., 2018). This becomes especially critical for 
physically tight datacenters and server rooms that may receive improper airflow due to greater potential obstructions 
in the inlets or outlets (Kuzay et al., 2022). The method by which they measured the TIM2 thermal conductivity was 
also not specified for the fan-heatsink and liquid-cooled processors but was determined to be 8.5 W/mK. However, 
the thermal resistance of the materials used in the TIM2 may vary depending on operating parameters such as junction 
temperature and material purity (Shia & Yang, 2020; Vassighi & Sachdev, 2006). As a result, many of the thermal 
conductivity figures and operating parameters used to take the measurements are not industry regulated or standard-
ized, making it harder to pinpoint the exact thermal compound they may have used. These considerations are merely 
deductions and do not take away from the conclusion of the study but may complicate the process of reproduction and 
determining the TIM2 in the findings. 
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Liquid-Based Cooling 
 
Liquid-cooling is a method that relies on an active cold plate to contact the CPU IHS, instead of a passive heatsink 
(Fan et al., 2018). The transfer processes are similar to fan-heatsink cooling until the thermal energy meets the cold 
plate. As the heat saturates the cold plate, heat is then transferred to the flowing coolant inside of the conductive cold 
plate microchannels (Ramakrishnan et al., 2021; Zhang et al., 2021). The coolant is propelled through the system with 
the use of a pump with either static or variable flow rate, depending on end-user preference. Heated coolant then meets 
a heat exchanging device, such as a radiator made of thermally conductive Cu, which acts as surface area in which the 
heat can be transferred away from the coolant. The saturated heat energy in the heat exchanger can then be dissipated 
away into the surrounding ambient air, typically facilitated with the use of fans (Fan et al., 2018).  
 The same study, conducted by researchers from Microsoft’s CO+I, Azure, and Research teams analyzed the 
performance of liquid-cooling in overclocked data-center applications (Ramakrishnan et al., 2021). The stress-testing 
software suite remained unchanged to maintain consistency with their comparison with the fan-heatsink results, using 
Prime95 and Intel XTU for 5 minutes each, and Cinebench for three looped rounds. The same i9-9900k was used to 
also maintain consistency with a TjMAX of 95℃. The coolant used was polypropylene glycol likely to prevent gal-
vanic corrosion as a result of its corrosion inhibitive properties and its application near oxide-prone metals such as Cu 
(Shia et al., 2021). The specific cold plate used was a CoolIT R4 passive cold plate with a split flow arrangement for 
the inner microchannels to improve coolant distribution across the IHS contact area of the plate. The TIM2 used was 
the same as the fan-heatsink system, having a measured thermal conductivity of 8.5 W/mK. To propel fluid around 
the loop, the team used the CoolIT AHx2 coolant distribution unit (CDU); within the CDU was an air-liquid heat 
exchanger for thermal transfer. The ambient air inlet temperature was sustained at 34℃ to maintain safe operating 
parameters for other integrated circuitry components (Ramakrishnan et al., 2021).  
 The same Prime95 workload with the ambient air inlet temperature of 34℃ resulted in core clock frequencies 
of above 3.5 GHz and core voltage of around 1.25v (Ramakrishnan et al., 2021). Higher core frequencies and higher 
core voltage can increase the phenomenon of leakage current, which in turn should increase the amount of power and 
heat that is generated (Thomas & Shanmugasundaram, 2018). The ability of the liquid-based system to sustain a higher 
clock frequency and core voltage (>3.5 GHz and ~1.25v, respectively) compared to the fan-heatsink based system 
(<3.5GHz and ~1.1v, respectively) supports the finding that liquid-based systems are objectively more efficient at 
transporting heat away from the processor, likely due to the coolant having higher thermal conductivity compared to 
air (Vassighi & Sachdev, 2006). The amount of dissipative surface area in the heat exchanging unit of the CDU may 
have also impacted the findings of these results but were not specified conditions mentioned in the study. The calcu-
lated thermal resistance of the cold plate (0.35-0.45℃/W) was also consistently lower than that of the fan-heatsink 
variant (0.56℃/W). These factors could explain how the cold plate solution was able to maintain safe operating tem-
peratures despite dealing with a heavier thermal load (Ramakrishnan et al., 2021). 
 Reproduction of these results may depend on the silicon quality of the chip used, as there may be some 
process variation and silicon quality variation factors at play. Due to the use of an overclocked chip in the study, 
voltage and frequency results may vary significantly depending on the silicon quality of the die as core clock frequen-
cies are pushed above the manufacturer designated limits and are by no means guaranteed. Thermal results may also 
vary depending on manufacturing tolerances (Ramakrishnan et al., 2021).  
 

Effective Solutions in the Post-Dennard Age 
 
Fan-heatsink cooling and liquid-based cooling appear to be effective methods for dissipating heat away from the CPU 
die package. Although fan-heatsink setups are less capable than liquid-based solutions, they are often more cost-
effective than liquid-based solutions as a result of less design complexity, less mechanical parts, and ease of mainte-
nance (Jalili et al., 2021). They are effective in that they are a sufficient thermal method to combat thermal throttling 
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and subsequently the slowdown protection mechanisms (core frequency and voltage decrease) that are incurred once 
the TjMAX barrier is reached under non-overclocked operating parameters (Zhang et al., 2021). This makes it partic-
ularly suitable for all types of computing in the current age, such as personal, enterprise, and data-center computing. 
However, this type of solution is not advised for systems that are overclocked or will experience heavy load over a 
long period (Jalili et al., 2021). As noted in the study, the benefits of overclocking (increased clock frequency and 
performance) could hardly be observed because of hardware instability due to the cooling system being unable to 
handle the thermal load (TDP and heat flux) of the die package (Ramakrishnan et al., 2021). Increasing core clock 
frequency (overclocking) often requires an increase in the operating voltage, which in turn leads to greater power 
consumption. Oftentimes, this increased TDP leads to thermal throttling in the case of traditional fan-heatsink systems, 
making them ill-suited for these types of scenarios (Jalili et al., 2021; Thomas & Shanmugasundaram 2018).  
 Liquid-based cooling systems are generally more effective and efficient in transferring heat away from the 
CPU package than fan-heatsinks as a result of the higher thermal conductivity of coolant compared to air (Ramakrish-
nan et al., 2021). Generally, they are capable of handling high-heat workloads as they have higher heat capacity and 
can transfer heat more efficiently, meaning that it may take longer for the coolant to reach its highest temperature or 
heat saturation point (known as steady-state). This in turn would lower overall temperature in short term high-heat 
workloads. These benefits would be less apparent for more persistent workloads, but generally the overall minimum 
achievable temperature should still be lower in liquid-cooling compared to air cooling resulting from improved heat 
flow due to an increase in the heat transfer coefficient of the ambient fluid, measured to be ~0.3 (℃/W) in the over-
clocking study; this is higher than that of the heat transfer coefficient of fan-heatsink solution measured at ~0.2 (℃/W). 
Note that the higher resistance of the fan-heatsink solution is not purely based on air convection resistance, but a 
culmination of other factors that vary depending on the material and purity of the heatsink used, such as conduction 
and spreading resistance as heat flows throughout the heatsink prior to the active heat-air convection (Ramakrishnan 
et al., 2021; Vassighi & Sachdev, 2006). Coolant and cold plate based liquid systems offer a heavy advantage com-
pared to fan-heatsink systems as a result of their increased effectiveness in heat transfer capabilities and ability to 
handle more persistent and extreme workloads and conditions such as those commonly seen in overclocked computers 
and datacenter/server environments (Zhang et al., 2021). However, they may meet disadvantages in terms of system 
cost, design complexity, and risk with the handling of electrically conductive fluid such as coolant around sensitive 
components (Jalili et al., 2021; Vassighi & Sachdev, 2006). 
 Both fan-heatsink and liquid-based solutions appear to be sufficient to handle the modern needs of compu-
ting. Fan-heatsinks have their limitations in the modern day in the realm of high-performance enthusiast and data-
center computing, where thermal demands have gotten increasingly higher proceeding the fall of Dennard scaling 
(Zhang et al., 2021). Higher temperatures increase the risk of common failure modes in semiconductor devices, such 
as time dependent dielectric breakdown (TDDB) and electromigration (Vassighi & Sachdev, 2006). The increasing 
temperature trend in semiconductor devices poses a great risk from a reliability and fabrication design standpoint. For 
example, one challenge chip designers face is electromigration in which higher junction temperatures reduce transistor 
reliability, which may necessitate the need for limiting the maximum current density on a chip. This issue is typically 
resolved by also limiting transistor density on the semiconductor device (Pedram & Nazarian, 2006). However, this 
also limits the number of transistors that can be packed on an integrated circuit (IC), leading to difficulties in main-
taining significant and consistent generation-to-generation performance improvements over time.  

The slowdown of transistor packing can be attributed to fundamental obstacles such as increased leakage 
current and power density, leading to a growing trend in chip manufacturing called “dark silicon”; this is a method 
used by chip designers that aims to limit or power-off portions of the die package to stay within reasonable TDP limits 
to avoid excessive heat (Taylor, 2012). The end of Dennard scaling and these electrothermal limits of transistors have 
complicated chip design to the extent to which manufactured ICs may no longer comply with Moore’s empirical law; 
Moore’s law specifies that the number of transistors on a chip double every year, but in recent years has varied from 
periods ranging from 18 months to 3 years (Cavin et al., 2012). This may lead to a slowdown in improvements in 
microprocessor performance over the coming years as well.  
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The growing concern over rising temperatures from the end of Dennard scaling has extended into the realm 
of semiconductor progression, performance, and reliability. Thermal mitigation is now an important issue that must 
also be addressed to ensure that technology can remain reliable and effective. As of currently, the best way for con-
sumers and enterprise users to maximize these critical factors is to keep thermals within safe operating limits using a 
proper cooling method to decrease the chance of thermal throttling and premature failure.  
 

Conclusion 
 
Current physical and atomic limitations are beginning to affect transistor process refinement as demonstrated by the 
end of Dennard scaling and the near end of Moore’s law. As the boundaries of transistor downscaling are pushed, 
numerous side effects, such as increased current and thermal density are to occur, enabling the growing trend of higher 
TDP and operating junction temperatures in microprocessors. This likely will have some impact on both performance 
and reliability philosophy in process-transistor design as thermal limitations also come into play (e.g., the more recent 
widespread growth of dark silicon to combat excess power draw). Modern thermal protections now must be in place 
in modern processors as they begin to run hotter, such as thermal throttling, the process in which the processor may 
underclock and undervolt to stay within the TjMAX boundaries. The takeaway is that the increased thermal demands 
of modern computing necessitate the use of proper cooling solutions in order to mitigate the drawbacks associated 
with these growing industry trends.  
 Fan-heatsink cooling designs have been a dependable solution for computers for a while even during the time 
of Dennard-scaling. Modern designs still largely rely on the main principle of transferring heat away from the CPU 
IHS by using TIM2 and a thermally conductive heatsink. The process of dissipation through active air convection then 
occurs when a fan is attached to this heatsink, blowing air into the conductive fins to transfer heat into the surrounding 
air. This method of cooling remains effective as modern computers can remain under TjMAX even in an overclocked, 
increased voltage scenario. However, overclocking is still not advised with this type of cooling as performance is 
limited due to electrothermal limitations and the potential for overheating as observed in a study conducted in over-
clocked data-centers. This can be owed to the observation that this solution has a higher thermal resistance and lower 
conductivity as a result of heatsink spreading and air convection resistance, leading to poorer thermal transfer. Repro-
duction of these results may cause variance due to the type of TIM2 used and the measured static pressure of the fan 
used. Despite these drawbacks, this solution can be economical and sufficient for computers that do not run persistent, 
high heat workloads and configurations due to setup simplicity, upfront costs, and costs on maintenance.   
 Liquid-cooling designs are a newer concept in thermal mitigation that is implemented by transferring heat 
away from the CPU IHS through direct contact via a cold plate with conductive microchannels for coolant to flow 
through. The heated coolant is propelled through a pump, which then leads the coolant to a heat-exchanging device 
such as a Cu radiator. Once thermal transfer is completed between the coolant and radiator, the residual heat is then 
dissipated into the air with active air convection from an attached fan. The process restarts as coolant loops around 
the system again to transfer heat away from the cold plate. This cooling is capable of handling high-heat scenarios 
where intensive applications are run on a long-term basis. It also was able to extract more performance out of an 
overclocked i9-9900k system as it was able to run higher clock frequencies and higher power draw with lower tem-
peratures, making liquid-cooling a decent choice for high-heat computer configurations (such as overclocking) as 
well. These lower temperatures could be due to the observation that liquid-cooling has a lower overall thermal re-
sistance and higher thermal transfer coefficient; the process of heat transfer from the die package to the coolant is also 
more efficient than that of fan-heatsink solutions, as spreading resistance and air convection resistance are less signif-
icant factors to consider in liquid-cooling. Liquid-cooling may also allow for greater dissipative surface area at the 
site of coolant-to-air heat exchange, helping to lower the coolant temperature more effectively. However, a thermal 
solution such as this may incur higher upfront cost and cost of maintenance due to equipment and the required exper-
tise needed to install and maintain these systems. This may also introduce increased risk due to more points of failure 
within the loop and the handling of electrically conductive fluid near sensitive electronic components.  
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