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ABSTRACT 
 
Because of Breast Cancer's high mortality rate and being a leading cause of death among women worldwide, there 
has been importance given to machine learning (ML) algorithms to detect early signs of benign and malignant tumors 
effectively. Assistance from ML classifiers allows for a more efficient evaluation of mammographic results, surpas-
sing the capabilities of radiologists who manually classify extensive patient data. This study aims to evaluate the 
effectiveness of the k-Nearest Neighbor (kNN) classifier in characterizing cancer tumor stages based on concavity, 
texture, area, perimeter, and smoothness. We employ scatterplots to differentiate between benign and malignant clas-
ses using the Breast Cancer Wisconsin Dataset (WBCD) from the University of California at Irvine Machine Learning 
Repository. Employing the k-Fold Cross Validation (k-FCV) technique, we determine the optimal value for k to assign 
anonymous data to their respective categories. The analysis conducted in this study finds that the most favorable value 
for the hyperparameter k is 12, resulting in a highly effective diagnostic outcome from administering four distinct 
tests. Given the absence of a predefined value for the k parameter, guesswork could lead to accuracy errors and mis-
diagnosis; therefore, employing k-FCV provides a more precise approach to determining the optimal class for un-
known tumor attributes. Additionally, meticulous preprocessing of this dataset and measuring how different data splits 
impact accuracy are used to organize the data effectively and achieve reliable results. Recognizing that early detection 
is essential in preventing Breast Cancer-related deaths, ML techniques like kNN can greatly reduce mortality rates 
associated with the disease. 
 

Introduction 
 
Statistics obtained from the International Agency for Research on Cancer (IARC) reveal an increase in the incidence 
of Breast Cancer, surging from 10 million cases in 2000 to 19.3 million cases in 2020. Treatment efficacy is signifi-
cantly enhanced when the cancer is detected at early stages, yielding a survival probability of 90% or higher1. How-
ever, a considerable challenge arises due to the frequency of breast lumps, where non-cancerous abnormalities are 
deemed benign, while malignant tumors pose a menacing and rapidly progressing threat. Accurate diagnosis of Breast 
Cancer relies on the classification of tumors. Yet, radiologists experience a 15% rate of misjudgment in interpreting 
mammogram scans, resulting in both false positives and negatives, both unfavorable outcomes2. Given these chal-
lenges, machine learning (ML) algorithms, such as the k-Nearest Neighbors (kNN) approach, have been adapted to 
precisely ascertain tumor characteristics and classify them as either benign or malignant3. 

In this study, we investigate the properties of the k-Nearest Neighbors (kNN) algorithm, along with the un-
derlying processes that contribute to its optimal outcomes. This approach to classification, initially proposed by Fix 
and Hodges in 1951 and subsequently refined by Cover and Hart in 19674, has found applications in diverse domains 
such as pattern recognition, object recognition, text categorization, and medicine. In addition to its prominent usage 
within the medical field, technological corporations leverage this technique to customize user experience and adapt 
technology to their liking5. 

Volume 12 Issue 4 (2023) 

ISSN: 2167-1907 www.JSR.org/hs 1



kNN is a supervised lazy-learning and non-parametric classifier. The term "non-parametric" signifies that prior 
knowledge of the underlying data distribution is unnecessary, and that the model does not rely on assumptions about 
the underlying distribution. It does not require any predefined structure and adapts flexibly to the provided dataset. 
On the other hand, "lazy-learning" implies that the generalization of test data is postponed until the system encounters 
the actual testing data. Such classification methods typically necessitate a shorter training time but tend to have longer 
prediction times4, as they memorize the presented data instead of conducting extensive calculations6. kNN’s response 
time can be quite slow when presented with large, high-dimensional data sets.  

The proficiency of kNN lies in its ability to generalize prominent attributes within a dataset, allowing kNN 
to classify unknown points for classification tasks. Through the learning process, the model acquires the ability to 
recognize the crucial attributes within the data, enabling accurate categorization and prediction4. 
 

 
Figure 17. Example of k-nearest neighbor classification. The green circle is an unclassified point and relies on a k 
number of neighbors to determine if it is a red triangle or a blue square. 
 

The k value in the classifier's title denotes how many neighboring points are evaluated to categorize an un-
classified data point. This can be seen in Figure 1.1, in which the green circle depicts a sample to be classified, and 
the blue squares and orange triangles represent labeled data corresponding to two distinct classes. In addition, the 
inner solid circle depicts when the k value is set to 3 and the outer dotted one depicts when k is set to 5. A smaller 
value of k results in a more flexible model, but can lead to overfitting since noise and outliers may dominate. In 
contrast, a larger value of k can lead to over-smoothing and potentially underfitting while missing local patterns. The 
optimal value of k may depend on the dataset's characteristics and should be selected using techniques like k-Fold 
Cross Validation8 (k-FCV), proving the “no-free-lunch theorem”20. The classified point is compared to its k nearest 
classified points. 
 

Previous Works 
 
Here, we briefly review other papers that use various ML techniques for classifying Breast Cancer tissues. 

Hiba and Hajar et al.9 studied the accuracy of kNN and various other classifiers such as Support Vector 
Machine, Decision Tree, and Naive Bayes. kNN took 0.01 seconds to build a model, and the accuracy was between 
95.12% and 95.28%. Their experiment of the WBCD showed that the Mean Absolute Error was 0.04 or 4%, equivalent 
to 33 incorrect instances by kNN.  

Research conducted by Mandeep and Pooja et al.10 examined the performance of kNNs- along with Support 
Vector Machine, Logistic Regression, and Naive Bayes—using specific distance metrics. The Euclidean Distance 
scored the same as the Manhattan Distance (see Methods & Materials) for training accuracy, 100%, but proved slightly 
higher at 95.68%, in contrast to 94.96% on the testing data.  

Volume 12 Issue 4 (2023) 

ISSN: 2167-1907 www.JSR.org/hs 2



Anjali and Chintan11 compared kNN to a Decision Tree and Bayesian  Network. Using the dataset of the 
University of Wisconsin Hospital, their findings assured kNN took 0.02 seconds to come up with a model, 94.9928% 
Correctly Classified Instances, and 0.0487 Mean Absolute Error. Their work concluded that Naïve Bayes was a supe-
rior algorithm due to its high accuracy and low error percentage. 

Amrane et al.12 also implemented Naïve Bayes and kNN classifiers. Using the WBCD, they divided the data 
to test the Euclidean distance between the sample points and implemented k-FCV to evaluate each classifiers’ accu-
racy. After measuring the mean and standard deviations of the predictions on the test set, the comparison showed that 
kNN was the most accurate, with a 97.51% success and a minimum error rate compared to the other model. The study 
intended to find the finest classifier to distinguish different tumor types.  

In another study conducted by Zoelkarnain and Herman et al.13, a comprehensive analysis of cervical cancer data 
was performed, including characteristics similar to those present in the WBCD. The researchers observed that em-
ploying the kNN methodology with the k-FCV algorithm improved the classification process. Specifically, an optimal 
k-value proved important, with their findings indicating a preference for a 3-Fold approach, consistently achieving 
classification accuracies exceeding 90% for their specific dataset. 
 

Methods & Materials 
 

Dataset 
 
The WBCD14 is a typical dataset used for binary classification tasks where the goal is to train a model to predict the 
diagnosis based on the provided features. The characteristics were derived from digitized images of fine needle aspi-
rate (FNA) of breast mass, then used to classify breast cancer as benign or malignant. The dataset includes 569 patient 
samples, 357 benign and 212 malignant, with 32 attributes. 
 
 Attribute Information (WBCD) 
 

1. Patient ID number: unique identification number for each sample in the dataset, not valuable for diagnosis  
2. Diagnosis (M = malignant, B = benign): represents the target variable and contains the classification labels 

for each sample 
3. (3-32) ten real-valued features are computed for each cell nucleus: 

a) Radius: mean of distances from the center to points on the perimeter 
b) Texture: standard deviation of gray-scale values 
c) Perimeter: the perimeter of the cell nuclei 
d) Area: the area of the cell nuclei  
e) Smoothness: local variation in radius lengths 
f) Compactness: (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 2 ÷  𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎) − 1 
g) Concavity: the severity of concave portions of the contour 
h) Concave points (number of concave portions of the contour) 
i) Symmetry 
j) Fractal dimension: ("coastline approximation" -1) 

 
Distance Metrics 
 
Here displayed are a few distance measures kNN typically uses to compute space between neighbors. These formulas 
assume two vectors are given x and y, with x = (x1, x2,…,xn) and y = (y1, y2,…,yn) having numerical values15. For this 
study, we focus on a typical distance metric for continuous or numerical data: Euclidean Distance (2), based on the 
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Pythagorean Theorem and performed in Euclidean Space, which was derived from the generalized Minkowski Dis-
tance (2) by setting p=2 p=2. Distance can be manipulated, but in this paper, we control this variable to focus on 
another aspect of achieving accuracy.  
 
 Minkowski Distance 
 
D(x, y) = (∑𝑛𝑛

𝑖𝑖=1 |𝑥𝑥𝑖𝑖 −  𝑦𝑦𝑖𝑖|p )1/p 

 
The absolute difference between each feature value of the two points is raised to a positive power of p, summed across 
all features, and then the result is raised to the power of 1/p. This computation yields the Minkowski distance between 
the two points.  
 
Euclidean Distance 
 
D(x, y) =�∑𝑛𝑛

𝑖𝑖=1 (𝑥𝑥𝑖𝑖 −  𝑦𝑦𝑖𝑖)2  
 

Subtract 𝑥𝑥𝑖𝑖 and 𝑦𝑦𝑖𝑖- the respective coordinates of the two points in each dimension (i = 1 to n)- square each difference, 
sum up the squared differences in each dimension and take the square root of the sum to obtain the Euclidean distance.  
 
Confusion Matrix 
 
Confusion matrices, commonly employed for binary classification tasks, provide valuable insights into a model's ac-
curacy. In the context of Breast Cancer prediction, the occurrence of misdiagnosis poses a concern. Specifically, false 
positives and false negatives are possible, resulting in adverse consequences for patients as these outcomes yield 
incorrect and misleading results16. 

 
A true positive (TP) refers to the number of instances from the positive set that the classification model correctly 
identifies as belonging to the positive set. 
 
A true negative (TN) refers to the number of instances outside the positive set that the model correctly recognizes as 
not belonging to the positive set. 
 
A false positive (FP) represents the number of instances from the negative set that the model incorrectly classifies as 
belonging to the positive set. 
 
A false negative (FN) represents the number of instances from the positive set that the model incorrectly classifies as 
not belonging to the positive set4. 
 
Predicted Class 
 
Actual Class    +TP (True Positive) FN (False Negative) 
                           FP (False Positive) TN (True Negative) 
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Accuracy & Margin of Error 
 
The margin of error plays a crucial role in assessing the proximity between a model's prediction and the actual pro-
portion value. It serves as a statistical measure that quantifies the sampling variability inherent in an estimate. As the 
margin of error increases, the precision of the prediction diminishes, whereas a smaller margin of error signifies a 
higher degree of precision in the model's performance. 
 
Mathematically, the margin of error is calculated using the formula: Margin of error =  𝑧𝑧 ∗  𝜎𝜎/√𝑛𝑛 
 
In this formula, the margin of error is determined by dividing the standard deviation (σ) by the square root of the 
sample size (n), and then multiplying it by a z-score (z) corresponding to the desired confidence level. This computa-
tion provides an estimation of the error present in the model17. 

 
Although statistical estimates are not inherently perfect, they provide valuable insights into survey results. When 
evaluating the accuracy of a kNN model, the sample size varies with each iteration. Consequently, during each run of 
the model, the accuracy might deviate slightly from the previous run due to the distribution of testing points across 
the graph. Using this formula, we attempt to interpret the reliability and precision of the model accurately.  
 
Normalization 
 
The variation in attribute ranges within a given dataset requires the application of normalization as a preprocessing 
technique for data cleaning. This procedure ensures that the data values are transformed to a standardized scale. Nu-
merous methods can be employed to accomplish this process; In a scientific investigation conducted by Henderi et 
al.18, a comparative analysis of z-score and min-max normalization techniques were conducted on the WBCD. Nota-
bly, min-max normalization showed an accuracy rate of 98%, while z-score normalization demonstrated a slightly 
lower accuracy of 97%. Despite the marginal disparities, our study uses the min-max normalization technique for all 
continuous attributes to achieve optimal outcomes. 
 
Cross-Validation 
 
As previously indicated within this research paper, k-FCV is paramount in accurately diagnosing Breast Cancer, pre-
ferred over assigning an uninformed value to the parameter k. The use of k-FCV allows the model to systematically 
evaluate multiple data splits, enabling the identification of an optimal k value for predicting outcomes on unseen data. 
Conventionally, adopting a fixed value for k, such as 5 or 10, is commonly practiced, particularly when dealing with 
large datasets19. Nonetheless, in our study, we opt to explore various k values to determine the most favorable choice 
at the cost of considerable time and effort. By employing a stepwise approach within our code, we establish a training 
method with values ranging from 1 to 70, which are systematically tested, aiming to obtain the most influential variable 
and produce the highest achievable accuracy. 
 
Software implementation 
 
The R programming language (Version 4.3.0) implemented under R Studio was employed for this study. To enhance 
the performance and facilitate the implementation of various algorithms, several libraries were downloaded. These 
libraries include readr, gmodels, dplyr, ggplot2, and caret. 
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Testing  
 
We conducted an empirical study to assess the impact of varying values of k on the accuracy of the provided model. 
Given that kNN is categorized as a lazy learning algorithm, we seek to evaluate the performance of the training dataset 
using both smaller and larger values of k. After normalizing all the values within a feature, and replicating the WBCD 
dataset, it becomes necessary to partition the variable into separate training and test sets. To ensure consistency across 
all attributes being divided, the creation of a new variable for the first column, “diagnosis”, is needed for predictive 
purposes. Subsequently, the kNN algorithm is employed to forecast the labels for the test set. An essential component 
of this procedure involves the generation of a cross-tabulation table, which allows for the examination of true positives, 
false positives, true negatives, and false negatives in relation to the predicted and actual labels. During this phase, it 
is essential to use the frequencies (instead of proportions) for the purpose of calculating the chi-square statistic.  

The time required for making predictions using kNN or other lazy learning algorithms can be greater than 
that of other machine learning techniques. In our case, the dataset under consideration possesses multiple dimensions, 
as diverse columns that require processing. However, when subjected to testing, the model exhibits fast results. The 
empirical measurements reveal consistent performance, with each prediction cycle yielding a consistent time interval 
of approximately 1.05 seconds, leading to the generation of the corresponding confusion matrix. The conclusion is 
based on how fast each attempt of kNN took to generate a cross-tabulation table with respective preprocessing done 
prior to testing. We measure this time by pressing run on our code and timing it with a stopwatch to calculate the 
efficiency. There is a possibility for human error in this attempt, but the report is an accumulated average of 10 itera-
tions run. Each is in close proximity to one another avoiding any outliers to be considered. 
 

Results 
 
While trying to use the kNN classifier, we implement other forms of noise reduction techniques to find the most 
effective method to predict benign and malignant Breast Cancer tumors. Based on the available data, the absence of 
cross-validation during model development typically results in utilization of a k value greater than 5 in order to obtain 
the most precise outcomes. In comparison to the reported percentages observed in previous studies, where the training 
dataset consisted of a larger number of predictive instances, our results display a similar trend. This similarity is caused 
because of the diminished significance of each individual prediction within a larger dataset. Although our model does 
not incorporate consideration of all potential factors—such as additional preprocessing techniques beyond normaliza-
tion, alternative distance metrics, or noise elimination—our implemented code successfully generated a highly accu-
rate model.  

 
Figure 2. Indication of Benign (B) and Malignant (M) Breast Cancer Tumors based on Compactness and Smoothness 
Attributes 
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In Figure 5.1, the representation demonstrates the overlap of numerous data points associated with two randomly 
selected column features, smoothness_mean and compactness_mean. This figure shows how kNN can be used to 
visualize the different classes; the specific attributes in a data set do not make a difference in seeing the area of distin-
guishable benign and malignant classes. As seen in Figure 5.2, the use of two different attributes: texture_mean and 
radius_mean, still shows a distinguishable similar relationship like that from figure 5.1.  
 

 
 
Figure 3. Indication of Benign (B) and Malignant (M) Breast Cancer Tumors based on Texture and Radius Attributes 
 

For certain datasets, considering these factors becomes necessary, motivating our choice of employing k-
FCV to determine the optimal k value of 12 specifically for this dataset. While the majority of the calculated percent-
ages exhibited inaccuracies by incorrectly estimating only one or two instances, it is essential to recognize that such 
inaccuracies could have significant adverse consequences in real-world scenarios, particularly for individuals requir-
ing a diagnosis. 

In the initial testing attempt, we employ a training-to-testing ratio of 75:25, resulting in the use of 140 patient 
data instances for classification by the model. We modified the approach by adopting a training-to-testing ratio of 
25:75, therefore providing the model with 429 patient data instances for classification. Since kNN does not require a 
dedicated training phase, our objective is to discover how effective the k values produced by k-FCV would be when 
running kNN. Notably, the testing data is consistently randomized within the extensive dataset after establishing the 
percentage split. Each test has one to several numbers that satisfy the highest accuracy, but when compared with all 
four tests, there is a distinct answer common throughout all tests.  
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Table 1. Testing different kNN values to see accuracy and error on the data set with a 75:25 split of training to testing 
data. The highest accuracy was achieved by setting k = 7, 11, 12, 13 
 

 
 
 
Table 2. Testing different kNN values to see accuracy and error on the data set with a 25:75 split of training to testing 
data. The highest accuracy was achieved by setting k = 12 
 

 
 

Each iteration of our cross-validation model yielded varying optimal k values, prompting us to examine and 
compare their respective accuracy percentages in a systematic manner. In our initial investigation, as depicted in Table 
4.3, four distinct values, namely 7, 11, 12, and 13, were tested, and their corresponding accuracy percentages and 
margin of error were analyzed. Notably, the value with the highest accuracy percentage and the lowest margin of error 
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emerged as our primary focus. Subsequently, in an effort to identify an optimal value with greater precision, we mod-
ified the number of nearest neighbors. Our findings, presented in Table 4.4, narrowed down to two numbers: 9 and 
12. The value 12 exhibited consistently high accuracy levels in both large and small datasets, achieving accuracy rates 
of 95.97% and 98.57%, respectively.  

Previous research in the field has extensively examined the efficacy of utilizing kNN for detecting tumor 
outcomes. However, we hypothesized that further improvements could be achieved by employing k-FCV to optimize 
specific results within distinct datasets rather than relying on a predefined k value, such as 5 or 10. Our experimental 
findings indicated that, in the case of the WBCD dataset, an adaptable k value is necessary to fit various ML techniques 
applied to this particular dataset while accommodating different training and testing dataset sizes: for example, a 20-
80 or 30-70 split. Utilizing a training dataset size below 100—an 18:82 percent training to testing split and would 
cause the testing data set to have high numbers—would not constitute an adequate measure, as it necessitates evalu-
ating up to 70 nearest neighbors, therefore generating an excessively dense classification space that blocks the model's 
capacity to distinguish between benign and malignant since there is so much noise from other data points. When this 
scenario occurs, the error rate becomes extremely high, especially with higher values of k: Table 5.5 is a sample test 
run to indicate this problem. Notice how the k-FCV score of 12 was the single highest accuracy in the testing space 
of 469 patient data, further proving the importance of k-FCV.  
 
Table 3. Testing different kNN values to see accuracy and error on the data set with an 18:82 split training to testing 
data. The highest accuracy was achieved by setting k = 12 
 

 
 
Along with the higher values being: 67, 68, 69, and 70, the margin of error went significantly above the threshold of 
4%-8% to be considered decently accurate models with values reaching 68.4%17. 
 

One final examination conducted aims to investigate the contrasting subset of data from the previous data 
table. This particular test sought to establish an 82:18 percent division of the data, as shown through Table 5.6, thereby 
reevaluating the hypothesis that kNN is independent of the training data set and can effectively utilize 100 data points 
to accurately determine the nature of tumors using unclassified patient data. The outcomes of this analysis demonstrate 
significantly enhanced accuracy, given the reduced number of data points, as kNN is capable of assessing the prox-
imity of benign and malignant instances based on a higher average. Remarkably, the k-FCV output demonstrates the 
highest level of accuracy among the examined set of numbers, yielding a value of 12. 
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Table 4. Testing different kNN values to see accuracy and error on the data set with an 82:18 split of training to testing 
data. The highest accuracy was achieved by setting k = 12 

 

 
 

Conclusions 
 
The k-Nearest Neighbors (kNN), an algorithm belonging to the category of supervised and lazy-learning methods, 
exhibits its high classification accuracy in identifying a given data point by considering the characteristics of a given 
data set. Preprocessing techniques, such as normalization and resampling procedures, such as k-Folds Cross Valida-
tion, were employed on datasets of varying sizes containing 140 and 429 values, respectively. It was observed that 
blindly assuming a fixed value for k to achieve optimal classification outcomes may not always be as accurate as the 
performance obtained through cross-validation procedures. In the case of the Wisconsin Breast Cancer Dataset, rig-
orous testing was conducted by applying the optimal k values from cross-validation to the kNN model itself, resulting 
in the optimal k value of 12, achieving a 98.57% accuracy on 25% of data and 95.57% accuracy on 75% of data. This 
study focused on exploring misdiagnosis reduction techniques and maximizing accuracy, utilizing only a single ma-
chine learning algorithm but thoroughly examining how certain techniques can enhance a model's accuracy. Regarding 
benign and malignant Breast Cancer tumors, implementing the kNN algorithm provides radiologists with a robust 
avenue to enhance the accuracy and efficiency of classifying a significant volume of patient data. 

Although kNN does not require explicit training, alternative ML algorithms such as Support Vector Ma-
chines, Random Forest, Gradient Boosting algorithms, Naive Bayes, and Neural Networks necessitate both training 
and testing phases. While we did not execute all of these algorithms on the WBCD dataset, we successfully identified 
an optimal k value, performed data cleansing procedures to enhance accuracy, and developed a comprehensive under-
standing of the underlying objective of constructing a precise model. 

This study conducted an extensive analysis on the kNN algorithm and several techniques in statistical learn-
ing, resulting in remarkable outcomes. However, future research aims to investigate alternative distance measures 
beyond the conventional Euclidean Distance in order to evaluate their impact on the accuracy of the classification 
model. By maintaining a control experiment with the Euclidean Distance as the baseline factor, valuable insights can 
be obtained regarding the effectiveness of common distance metrics in one, two, and multi-dimensional spaces. By 
imposing a measure that encompasses all coordinates of a point, distance measures exhibit versatility, enabling their 
application in diverse planes and spaces. Consequently, data analysis and comparison across different dimensions 
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become feasible15. This potential future study possesses the potential for an intriguing comparison, exploring whether 
the achieved accuracy of 95.57% can be further improved. 
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