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ABSTRACT 
 
As ChatGPT became a popular and powerful language model used by people worldwide in 2023, the problem of 
students using it to cheat on schoolwork became palpable. While many existing AI content detectors can detect AI-
generated texts, such as GPT-2 Content Detector and GPTZero, the accuracy of an AI content detector in detect-
ing generated essays that have been post-edited by humans is unknown. This research discovered the limitations of 
the GPT-2 Content Detector and answered the question, “How does human post-editing of AI-generated high school 
English essays affect the result of an AI content detector?” Ten English essays were generated using ChatGPT Plus 
based on prompts from high school English teachers. Each essay was then edited in 5 different ways to create pairs 
of unedited and edited essays. All unedited and edited essays were evaluated using GPT-2 Output Detector Demo, 
and then the results from the detector were studied and analyzed. It was found that introducing spelling mistakes in 
generated essays and processing the essays with QuillBot will make the result of AI content detectors less accurate. 
The findings from this research can be used as a guide for companies developing AI-generated text detectors, mak-
ing them more accurate when dealing with edited generated text. The findings can also be helpful for schools and 
educators, because knowing that students can edit essays to bypass AI content detectors, educators can develop new 
ways to examine students’ writing ability. 
 
Introduction 
 
The recent breakthrough in Artificial Intelligence (AI) has led to the development of many Large Language Models 
(LLMs), one example being ChatGPT developed by OpenAI. LLMs can be simply defined as computer programs 
that can understand and generate human-like language, and ChatGPT is an LLM that can remember, understand 
(Bommarito et al., 2023), and engage in conversation with users (OpenAI, 2022). However, the availability of these 
LLMs has also led to concerns about student plagiarism, as students may use them to generate answers to homework 
assignments and other academic tasks (Winter, 2023).  

One potential solution to this problem is the use of AI content detectors, which can analyze text and deter-
mine whether it is likely to have been generated by an AI system (Gao et al., 2022). However, the effectiveness of 
these detectors when it comes to detecting essays that have been post-edited by students is unknown. For example, a 
student may use an AI text generator to generate a response to an essay question, and then edit the generated text by 
replacing some of the vocabulary with synonyms and changing the sentence structure. Whether AI content detectors 
can still accurately detect these edited essays poses an unanswered question. 

This study aimed to investigate this issue by examining the impact of post-editing on the accuracy of AI 
content detectors in detecting AI-generated text. Specifically, this study used the AI text generator ChatGPT Plus 
developed by OpenAI, this was chosen because while there are many text generators out there, ChatGPT is one of 
the most popular as it is free for the public to use. This study uses a paid version of ChatGPT called ChatGPT Plus, 
which allows access to ChatGPT during peak times and generates results faster; however, there are no differences 
between ChatGPT and ChatGPT Plus other than the calculation speed, stability, and earlier updates. The AI content 
detector used in this research is GPT-2 Output Detector Demo (GPT-2 ODD), an OpenAI model (Salminen et al., 
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2021). The findings of this research will have important implications for the development and implementation of 
anti-cheating software and for the use of AI-generated text in academic settings. 

The research question for this study is: How does human post-editing of AI-generated high school English 
essays affect the result of an AI content detector? 
 

Literature Review 
 
Generative AI 
 
As generative AI technology emerged, numerous studies have focused on exploring the myriad of AI generation 
tools available, ranging from Text-to-Image models such as Stable Diffusion to Text-to-Video models like Phenaki 
(Gozalo-Brizuela & Garrido-Merchan, 2023). However, this research specifically concentrated on Text-to-Text 
models. The Text-to-Text model employed in this study was ChatGPT, a state-of-the-art language model that had 
gained over a million subscribers within a week of its launch due to its recent development and popularity (Baidoo-
Anu & Owusu Ansah, 2023). 

 
Generative Pre-trained Transformer 3 (GPT-3) 
 
To comprehend ChatGPT, it is essential to examine GPT-3, released in 2020, as ChatGPT utilizes the same architec-
ture. GPT-3, developed by the Silicon Valley research firm OpenAI, is a potent natural language processing (NLP) 
system. It is a third-generation language model that employs deep learning to generate human-like text. Essentially, 
it is a computational system designed to generate sequences of words, code, or other data based on human input, 
known as the prompt (Floridi & Chiriatti, 2020). GPT-3 can respond to virtually any topic and generate related orig-
inal text content that is challenging to distinguish from human writing (Dehouche, 2021). In fact, one study suggests 
that GPT-3 writes better than many people (Elkins & Chun, 2020). 

In addition to GPT-3’s ability to produce human-like text, a study found that GPT-3 could generate clear 
and concise descriptions of its own capabilities and features (Thunström et al., 2022). This research also indicated 
that ChatGPT might possess similar abilities, given that it is based on the GPT-3 architecture. One specific research 
paper identified that one of GPT-3’s models, Text-davinci-003, approached human-level performance on remember-
ing, understanding, and applications (Bommarito et al., 2023). However, although GPT-3 is powerful in generating 
human-like texts, there are areas where it does not perform as well. One particular version of the GPT-3 model, 
Text-davinci-003, underperformed on numeric reasoning in zero-shot prompts (prompts it has never been trained on 
before) (Bommarito et al., 2023).  

Given GPT-3's performance differences when it came to completing different types of tasks, debates arose 
regarding the ability of GPT-3. While some individuals believed that GPT-3 was a powerful NLP (Dehouche, 2021), 
others argued that it was not the beginning of general artificial intelligence (Floridi & Chiriatti, 2020) and had short-
comings in mathematical, semantic, and ethical problems (Elkins & Chun, 2020). 
 
ChatGPT 
 
Following GPT-3, ChatGPT completed its training in early 2022, it is a large language model fine-tuned from a 
model in the GPT-3.5 series (OpenAI, 2022). Much like its predecessor, ChatGPT is capable of understanding com-
plex concepts, adjusting its speech based on the audience, and logically analyzing situations (Benzon, 2023). In ad-
dition to its powerful abilities, ChatGPT quickly gained popularity as its language models were made publicly avail-
able (Aydın et al., 2023). 
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ChatGPT in Education 
 
While ChatGPT is powerful, one of the concerns it raised is that it can be used to cheat on assessments (Winter, 
2023). Given ChatGPT's availability to the public and its capability for logical reasoning, students can easily exploit 
this tool, posing a potential threat to the integrity of online exams (Susnjak, 2022). The existence of this academic 
integrity threat was subsequently confirmed in a study conducted in the Netherlands, where researchers had 
ChatGPT take an English reading test intended for high school students. Notably, ChatGPT received a grade of 7.18, 
equivalent to the average grade of students in the nation, indicating its exceptional performance on the test (Winter, 
2023). Similar studies have also highlighted the potential risks ChatGPT poses to the integrity of essay submissions, 
particularly in higher education settings (Ventayen, 2023). 

Ventayen's research revealed that the AI model fails to accurately acknowledge sources or citations 
(Ventayen, 2023), meaning that if students use ChatGPT, the generated work could be susceptible to plagiarism. 
Furthermore, the study noted that students can utilize QuillBot, a paraphrasing tool, to rephrase AI-generated con-
tent, creating an illusion of plagiarism-free work. Subsequently, students can employ the AI-generated content and 
falsely assert ownership of the ideas presented (Ventayen, 2023). 
 
Detection of AI-generated Texts 

 
Given the identified issues with academic integrity caused by AI, it is crucial to conduct research aimed at address-
ing this situation. One study emphasized the significance of continually developing well-thought-out and meticu-
lously researched solutions (Popenici & Kerr, 2017). 

One solution suggested by a study is the use of a content detector when identifying AI-generated text 
(Salminen et al., 2021). The content detector would be capable of identifying whether a piece of text is produced by 
AI, meaning educators could potentially use the detectors to identify academic integrity breaches. 

Currently, various methods exist for identifying AI-generated text. In one study that aimed to distinguish 
machine-written text from human-written text, a feature-based classifier was employed. This classifier considered 
features such as text length, word frequency, and the presence of specific patterns or structures (Fröhling & Zubiaga, 
2021). Another study employed a different detection method, utilizing machine learning to construct a binary classi-
fier (Lavoie & Krishnamoorthy, 2010). 

In addition to the various identification methods, there is an existing RoBERTa-based sequence classifier 
called GPT-2 ODD, an AI output detector that is an OpenAI model (Salminen et al., 2021). This detector provides 
an abstract score of the "fakeness" of a piece of text, ranging from 0.02% to 99.98% "fake," with higher scores indi-
cating that the text was more likely produced by an AI algorithm. 
 
Method 
 
To explore the effect of human post-editing AI-generated high school English essays on the result of an AI content 
detector, the researcher used a quantitative method to evaluate the result of the AI content detector. This is because 
this experiment collects purely quantitative data and does not involve surveys. An experimental research method 
was used because it allows for a controlled environment in which the independent variable (different ways to post-
edit the essays) can be manipulated and the dependent variable (results of the AI content detector) can be measured 
and analyzed. The utilization of a controlled experimental design aligned with the study’s research objective, as it is 
possible to isolate and identify cause-and-effect relationships between the independent and dependent variables. In 
addition, to address concerns about academic integrity (Ventayen, 2023) in this research, ChatGPT Plus was pro-
grammed to produce text in the form of school essays. 
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Preparation 
 
Teachers and Essay Prompts 
 
This research used probability sampling to collect the essay prompts where each high school English teacher had an 
equal chance of being selected. To prepare for the research, the researcher used a random sampling method to select 
ten random teachers out of all high school English teachers at Singapore American School for different high school 
essay prompts. Out of all the essay prompts received, five were then randomly selected again to be used in the re-
search. Some of the essay prompts received from teachers are from the official AP English Language and Composi-
tion (AP Lang) exams, each AP Lang exam contains three questions. Since the first question in the AP Lang exam 
usually contains graphs and the current version of ChatGPT does not have the ability to process graphs, questions 
two or three were randomly selected again for prompt generation. Probability sampling was suitable for this research 
because it minimized the risk of selection bias. It also maximized the chance that the essay prompts used in this re-
search were commonly used by high school students. 
 
Software 
 
Three online software were used in this research, two of which are free for public use. The first software is ChatGPT 
Plus, developed by OpenAI, the popular AI language model capable of generating compelling and accurate answers 
(Susnjak, 2022). ChatGPT is free and available for public use; however, this research uses ChatGPT Plus, a paid 
version, that allows access to ChatGPT during peak times and generates results faster (ChatGPT, 2023). There were 
no differences in terms of results generated by ChatGPT and ChatGPT Plus. The second software is an OpenAI 
model called GPT-2 ODD (Salminen et al., 2021), which is an AI content detection tool. It is a RoBERTa-based 
sequence classifier that rates texts as "fake" or "real" with scores ranging from 0.02% to 99.98%. A higher score 
indicates that the text was more likely produced by an AI algorithm (Gao et al., 2022). GPT-2 ODD was chosen over 
other detectors such as GPTZero because it was a more mature model and was used across multiple existing re-
search papers, and also because it provides an exact estimation of the likelihood that a piece of text was generated. 
Compared to newer detectors like GPTZero, which only provide a generalized description of the likelihood that the 
text was generated, GPT-2 ODD is more suitable for statistical analysis. Moving on, the third software is an online 
paraphrasing tool called QuillBot made by Rohan Gupta. It is capable of rewriting sentences with synonyms and 
different sentence structures. This study used QuillBot as a method to manipulate AI-generated texts. 
 
Procedure 
 
Essay Generation 
 
With a similar approach from a study about the GPT-2 Output Detector (Gao et al., 2022), the researcher evaluated 
the essays generated by ChatGPT Plus with 50 different post-edited essays. After randomly selecting five essay 
prompts provided by the high school English teachers, the researcher inputted these five prompts into ChatGPT Plus 
to generate two essays under each essay prompt. Two essays were generated under each prompt to minimize the 
impact of the different results in ChatGPT Plus generation; ChatGPT Plus provides different results each time it 
generates, and some results might be more easily detectable; generating two essays under the same prompt can min-
imize this variation. 

To ensure consistency in the type and length of essays generated by ChatGPT Plus, and drawing inspiration 
from an existing study, a uniform prompt template was utilized (Susnjak, 2022). The template is presented below: 
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Please answer the following prompt in several paragraphs using 500 words with examples and supporting 
arguments: [English prompt here] 

Some of the essay prompts require additional information, such as reference passages or the name of a nov-
el (see Appendix A to E). For these types of essay prompts, the following uniform prompt template was used: 

[Additional information here] 
According to the above information, please answer the following prompt in several paragraphs using 500 

words with examples and supporting arguments: [English prompt here] 
 

 
Figure 1. ChatGPT Plus’s Website Interface with the Text Input Prompt at the Bottom (ChatGPT, 2023). 
 
Editing of Essays 
 
Each of the generated essays was edited using each of the following five techniques: 
 
Use of synonyms: One noun was selected from each paragraph and replaced with its synonym. This was used as one 
of the essay editing techniques because it is one of the more straightforward edits that students can conduct while 
trying to bypass an AI content detector. 

• After entering the noun, the researcher replaced the third noun in each paragraph of each generated essay 
with the first synonym shown on the website Thesaurus.com at https://www.thesaurus.com. 

 
Introduction of spelling mistakes: One spelling mistake was introduced in each paragraph. This was used as an edit-
ing technique because ChatGPT Plus is built to generate essays with good grammar and spelling, so there is a possi-
bility that an AI content detector would not be able to detect an essay that is AI generated if it has spelling errors. 

• In one of Dr. Graham Rawlinson’s researches, he discovered that the order of the letters in a word is not as 
important when it comes to recognizing a word. However, the correct position of the first and last letters 
plays a more significant role (Rawlinson, 1976). When the researcher introduced misspelled words in this 
experiment, the first and last letters of the words remained unchanged, and the positions of two random 
middle letters were swapped. 

• Specifically, a random word with more than three letters in each paragraph of each generated essay 
was modified with a spelling error. The noun must be more than three letters because a three-letter word 
only has one middle letter and therefore cannot be swapped with anything else. 
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Introduction of grammar errors: In research conducted by Dr. Gino G. Sumalinog, he identified that one of the 
common grammatical errors that high school students make is using the incorrect subject and verb agreement, spe-
cifically the misuse of “has” and “have” (Sumalinog et al., 2018). In this research, grammatical errors were intro-
duced by replacing the first “has” with “have,” and the first “have” with “has” in each paragraph. In the case where a 
paragraph does not contain “has” or “have,” the first “is” was replaced with “are,” and vice versa. If a paragraph 
does not contain “is” or “are” as well, no modification was made to the paragraph. 
 
Introduction of formatting errors: An extra space was added in a random location (between two words) in the essay. 
The location was generated by a random number generator, with the maximum number being the word count of the 
essay. The formatting error was introduced in essays because ChatGPT Plus was built to generate essays with good 
spelling and grammar; therefore, it is unlikely that ChatGPT Plus will generate essays with an extra space between 
words. If an AI content detector is not built to compromise errors in writing, then adding a formatting error might 
drastically affect the result of the content detector. 
 
Paraphrasing the entire essay using QuillBot: The researcher inputted the essay into Quillbot and asked it to para-
phrase it under the “Fluency” mode with the maximum synonyms available for free users. This study used the “Flu-
ency” mode because it ensures that the edited text is readable and error free (QuillBot, 2022). QuillBot was used as 
one of the modifications in this research because it replaces words with synonyms and reorders the sentences. 
QuillBot is also a free-to-use tool for the public, so it is an easily accessible modification that students can use in 
their writing. 
 

 
Figure 2. QuillBot’s Publicly Available Website Interface with the Text Input Prompt on the Left. 
 
Evaluating Essays 
 
All unedited and edited generated essays were evaluated using GPT-2 ODD, and the results were recorded. 
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Figure 3. GPT-2 Output Detector Demo’s Publicly Available Website Interface. 
 
Data Analysis 
 
The recorded results from the GPT-2 ODD for essays before and after edits were analyzed and graphed to determine 
the effect of the various editing techniques on the ability of the GPT-2 ODD to detect AI-generated text. 

Specifically, for each of the five types of edited essays and the unedited essays, a T-test was conducted to 
determine whether editing the essay had an impact on the accuracy of the output detector. A p-value was calculated 
to assess the significance of the results. A T-test was chosen as it is suitable for analyzing whether there is a signifi-
cant effect of a categorical Independent Variable (different ways to post-edit the essay) on a numeric Dependent 
Variable (accuracy from the AI output detector). Moreover, taking a similar approach to existing research on the 
accuracy of the GPT-2 output detector (Gao et al., 2022), the median scores obtained from the AI output detector 
were compared for the edited and unedited essays to determine if the AI output detector was more accurate for one 
or the other, and to what extent. 

 

Results 
 
The researcher used experimental research to explore the impact of human post-editing of AI-generated high school 
English essays on the result of an AI content detector. The independent variable for this research was the different 
ways to post-edit the essays, and the dependent variable was the results of the AI content detector (GPT-2 ODD). 
Ten high school English essays were generated with ChatGPT Plus, and each of these ten essays was human post-
edited in five different ways. All the essays were then fed to GPT-2 ODD and the “percentage fake” detected by 
GPT-2 ODD for each essay (both edited and unedited) were recorded and displayed in Table 1 below. The research-
er later used a quantitative method (t-test) to further evaluate the result of the AI content detector. 

Table 1 below displayed the descriptive statistics of the "percentage fakes" detected by GPT-2 ODD for 
each of the unedited essays and its paired edited essays. 
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Table 1. Table of Descriptive Stats of the Percentage Fake Detected by GPT-2 Output Detector Demo for Each 
Generated Essay. 

 Percentage fake detected by GPT-2 Output Detector Demo 

Essays Unedited Synonyms 
Spelling Mis-

takes 
Grammar Er-

rors 
Formatting 

Errors 
QuillBot 

P1 V11 99.98% 99.70% 74.57% 99.98% 99.96% 99.97% 

P1 V2 99.98% 99.98% 40.13% 99.98% 99.88% 22.97% 

P2 V1 0.11% 0.06% 0.02% 0.37% 0.02% 0.02% 

P2 V2 99.94% 99.95% 0.05% 99.92% 62.72% 88.14% 

P3 V1 99.98% 99.97% 0.59% 99.98% 52.47% 0.03% 

P3 V2 99.97% 99.98% 4.05% 99.97% 77.14% 0.17% 

P4 V1 99.98% 99.98% 0.19% 99.98% 99.98% 99.84% 

P4 V2 99.98% 99.98% 3.61% 99.98% 99.98% 99.62% 

P5 V1 99.93% 35.91% 0.70% 99.86% 95.47% 0.06% 

P5 V2 70.35% 0.45% 0.02% 0.25% 70.35% 0.13% 
1“P” in the Essays column stands for “Prompt” and “V” stands for “Version.” “P1 V1” means prompt one version 
one. 
 

From Table 1 there were two outliers for the unedited essays, P2 V1 and P5 V2 both had a lower “percent-
age fake” than others detected by GPT-2 ODD. The unedited version of P2 V1 only had a “percentage fake” of 
0.11%, meaning that GPT-2 ODD could not recognize that this essay is AI generated.  

Looking at the data from the edited essays, the “percentage fake” value for essays with spelling errors ap-
peared to be significantly lower than the essays without edits. Furthermore, essays with spelling errors also had the 
lowest “percentage fakes” when compared to other types of post-editing techniques. For the essays with formatting 
errors and essays that have been processed with QuillBot, some of the data had lower “percentage fakes” when 
compared to their unedited versions, while others did not have much difference. It was also interesting to see that 
post-editing essays by replacing words with synonyms, or introducing grammar errors into the essays did not appear 
to have a significant impact on the majority of the essays. 

In order to answer the research question of how human post-editing of essays impacts the result of an AI 
content detector, it was important to understand whether post-editing the generated essays had a significant impact 
on the result of the detector when compared to unedited essays in a larger context. It was necessary to compare and 
understand the difference in “percentage fakes” detected by GPT-2 ODD between the unedited and edited essays. To 
do so, the researcher aimed to use data collected to reject the null hypothesis (Ho) in which there is no difference in 
result measured by an AI content detector for edited and unedited essays, with the hopes of accepting the alternative 
hypothesis (Ha) in which there is a difference. 

Three separate independent-sample t-tests were conducted to compare “percentage fake” measured by 
GPT-2 ODD in the unedited essays and the essays with spelling mistakes, formatting errors, and essays processed 
with QuillBot. The significance of implementing a t-test is that a mean difference can be calculated between the 
groups in hopes of rejecting Ho.  
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Table 2. Summary Table for Percentage Fake (%) Detected by GPT-2 Output Detector Demo for Each Generated 
Essay. 

 Sample Size (n) Mean (M) Standard Deviation (SD) 

Unedited 10 87.02 31.92 

Synonyms 10 73.60 43.50 

Spelling  
Mistakes 

10 12.39 25.09 

Grammar Errors 10 80.03 42.01 

Formatting  
Errors 

10 75.80 31.99 

QuillBot 10 41.10 48.64 

Observations 60   

 
Table 2 compares the “percentage fakes” across all essays (both unedited and edited) by comparing sample 

size (n), mean (M), and standard deviation (SD). It can be observed that though sample sizes are the same (n=10), 
the mean “percentage fake” measured per sample was significantly lower for essays with spelling mistakes and es-
says processed with Quillbot than unedited essays (12.39 < 87.02, 41.10 < 87.02). The mean “percentage fake” for 
essays with synonyms and formatting errors were similar, both with lower mean than unedited essays as well (73.60 
< 87.02, 75.80 < 87.02). The mean “percentage fake” for essays with grammar errors had the highest correct detec-
tion percentage when compared to other edited essays (80.03). The SD is at lowest for essays with spelling mistakes 
(25.09), and highest for essays processed with QuillBot (41.10). 
 By using “percentage fakes” to measure GPT-2 ODD’s accuracy, we can introduce Figure 4 to visualize the 
mean and median differences in results detected by GPT-2 ODD and understand more deeply about the difference in 
“percentage fakes” detected for essays with spelling errors and unedited essays. 
 

 
Figure 4. Illustration of the Percentage Fake Detected by GPT-2 Output Detector Demo Between Essays with 
Spelling Errors and Unedited Essays. Blue dots show the mean. Error bars above and below show the standard devi-
ation. Blue line on the right shows the median value. 
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 Figure 4 demonstrated a difference in “percentage fake” detected for essays with spelling errors and unedit-
ed essays. It was visible from Figure 4 that both the mean and median for the essays with spelling errors were signif-
icantly lower than those for the unedited essays. There was a significant difference in the scores for essays with 
spelling errors (M = 12.39, SD = 25.09) and unedited essays (M = 87.02, SD = 31.92) conditions; t(18)=5.8, p = 
0.01. 

For the research being conducted, the significance level was p ≤ 0.05. The significance of the p-value 
(0.01) indicated strong confidence in the Ha, and rejection of the Ho between essays with spelling errors and unedit-
ed essays. 

Together with the graph and the t-test, they helped to answer the research question by suggesting that edit-
ing the essays does in fact had an impact on the result of an AI content detector. In this specific scenario, the edited 
essay is less likely to be detected by an AI content detector when compared to unedited essays. 

Figure 5 was used to visualize the mean and median differences in results detected by GPT-2 ODD for es-
says with formatting errors and unedited essays. 
 

 
Figure 5. Illustration of the Percentage Fake Detected by GPT-2 Output Detector Demo Between Essays with For-
matting Errors and Unedited Essays. Blue dots show the mean. Error bars above and below show the standard devia-
tion. Blue line on the right shows the median value. 
 

Figure 5 demonstrated a difference in “percentage fake” detected for essays with formatting errors and un-
edited essays. There was not a significant difference in the scores for essays with formatting errors (M = 75.80, SD 
= 31.99) and unedited essays (M = 87.02, SD = 31.92) conditions; t(18)=0.79, p = 0.44. 

The significance of the p-value (0.44) indicated that the researcher failed to reject the Ho between essays 
with formatting errors and unedited essays. 

Figure 6 was used to visualize the mean and median differences in results detected by GPT-2 ODD for es-
says processed with QuillBot and unedited essays. 

Volume 12 Issue 3 (2023) 

ISSN: 2167-1907 www.JSR.org/hs 10



 
Figure 6. Illustration of the Percentage Fake Detected by Gpt-2 Output Detector Demo Between Essays Processed 
with QuillBot and Unedited Essays. Blue dots show the mean. Error bars above and below show the standard devia-
tion. Blue line on the right shows the median value. 
 

Figure 6 demonstrated a difference in “percentage fake” detected for essays processed with QuillBot and 
unedited essays. There was a significant difference in the scores for essays processed with QuillBot (M = 41.1, SD = 
48.64) and unedited essays (M = 87.02, SD = 31.92) conditions; t(18)=2.5, p = 0.02. The significance of the p-value 
(0.02) indicated strong confidence in the Ha and rejection of the Ho between essays processed with QuillBot and 
unedited essays. After running the three t-tests, it was identified that there were significant differences between the 
essays with spelling errors, the essays processed with QuillBot with the unedited essays. To identify which type of 
these two edits had a more significant impact on the result of GPT-2 ODD, the researcher compared the median of 
the “percentage fakes” of the essays. The median was compared because this research took a similar approach to 
existing research on the accuracy of the GPT-2 output detector (Gao et al., 2022), since the data collected contains 
potential outliers, comparing medians can return more accurate answers than comparing means. 
 
Table 3. Comparing Median of the Percentage Fake Detected by GPT-2 Output Detector Demo for Each Generated 
Essay. 

 Sample Size (n) Median (Mdn) 

Unedited 10 99.98 

Synonyms 10 99.96 

Spelling Mistakes 10 0.65 

Grammar Errors 10 99.98 

Formatting Errors 10 86.31 

QuillBot 10 11.57 

Observations 60  
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Table 3 indicated that the median of the essays with spelling mistakes and essays processed with QuillBot 
were significantly lower than the unedited essays (0.65 < 99.98, 11.57 < 99.98), this showed that post-edited essays 
with the above two techniques are less likely to be detected by GPT-2 ODD when compared to unedited essays. Fur-
thermore, when comparing the median for spelling errors and QuillBot, the data displayed an even lower median of 
“percentage fakes” for the essays with spelling errors (0.65 < 11.57), indicating that essays with spelling errors are 
even harder to be detected by GPT-2 ODD. These findings can help answer the research question by not only identi-
fying that there are differences between edited and unedited essays but also suggesting that GPT-2 ODD is more 
prone to certain post-editing techniques than others. 
 

Discussion 
 
After running the t-tests, the results strongly suggested that post-editing AI (ChatGPT Plus) generated essays do 
impact the result of the AI content detector (GPT-2 ODD). However, the impact of post-editing essays is not visible 
for all types of editing. From the five post-editing techniques used in this research, only two types of editing signifi-
cantly impacted the accuracy of the AI content detector. The first type was introducing spelling mistakes in generat-
ed essays, and the second type was processing the essays with QuillBot. 

Table 3 indicated that the median of the essays with spelling mistakes and essays processed with QuillBot 
was significantly lower than the unedited essays; this suggested that editing a generated essay with the above two 
techniques can trick the AI content detector into thinking those essays were written by humans. This is an issue be-
cause in addition to the problem of students using ChatGPT to cheat on exams (Cotton et al., 2023), they can also 
use different editing techniques to trick AI content detectors and fool the educator into thinking it is their own work. 
This finding is much similar to a concern mentioned in one existing study (Ventayen, 2023). 

When further comparing the median of “percentage fakes” for essays with spelling errors and essays 
that were processed with QuillBot, the data showed a lower median for the essays with spelling errors. This result 
might indicate that AI content detectors such as GPT-2 ODD might make more incorrect detections if a student 
chooses to purposely introduce spelling mistakes into the generated essays. 

Based on this research, it can be inferred that GPT-2 ODD exhibited significant performance variation, par-
ticularly in the context of edited essays. This finding aligned with the observations made in another study (Salminen 
et al., 2021).  
 

Conclusion 
 
This research discovered that GPT-2 ODD is sometimes inaccurate when it comes to detecting post-edited AI-
generated essays, especially when the essays were edited with spelling mistakes or processed with QuillBot. These 
findings shed light on the research question by suggesting that human post-editing of AI-generated high school Eng-
lish essays will decrease the accuracy of AI content detectors. Furthermore, these findings should raise the attention 
of educators and AI content detector programmers. 
 
Significance 
 
ChatGPT has raised concerns about academic integrity (Cotton et al., 2023), and it was suggested that AI content 
detectors could be used to detect generated essays (Rodriguez et al., 2022). The findings from this research imply 
that AI content detectors are not always accurate when detecting generated essays, similar to the result from existing 
research (Rodriguez et al., 2022). In addition, the inaccuracy of detectors was amplified when the essays were edit-
ed, signaling that developers could improve the detection algorithm to adapt essays that students had edited. 
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The findings from this research are significant because it suggests that educators could not rely solely on 
current AI content detectors to detect students’ generated essays, particularly if the student has edited the essay, 
where the accuracy of detecting such essays was previously unknown. 

Although this study suggested the importance of improving the AI detection technology, it might not be the 
only way to solve the problem. Some studies suggested that educators can investigate ways to incorporate AI into 
their education instead of going against it (Popenici & Kerr, 2017). The homework students receive should not be 
able to be completed by simply using ChatGPT; instead, educators should create assessments that require students to 
demonstrate their critical thinking, problem-solving, and communication skills (Cotton et al., 2023). 
 
Future research 
 
To discover more potential limitations of AI content detectors, and to eliminate the limitations involved in this re-
search, such as the lack of essay variations and lack of complexity in certain types of post-editing techniques, future 
research can experiment with more complicated essay editing techniques, or even try detecting different types of 
generated text, such as poems, limerick, et cetera, and not just limited to essays. 

During this research, some other potential research questions surfaced and deserve more attention in further 
research. First, QuillBot appears to have multiple different editing modes, and the detectors’ accuracy when detect-
ing essays manipulated with different modes in QuillBot can be studied. Second, many different existing AI content 
detectors are available on the market, such as GPTZero and Turnitin, and their accuracy can also be studied. In addi-
tion, different large language models or versions of the GPT can be studied as well, as they might yield different 
results detected by AI content detectors. 

 
Limitations 
 
Type of Limitations 
 
Outliers 
During this research, it was surprising to see two outliers in the “percentage fake” results for unedited essays. P2 V1 
only has 0.11% of “percentage fake” detected by GPT-2 ODD, and P5 V2 has 70.35%. Such variations in the detec-
tion of AI-generated essays are also observed in a similar study on GPT-2 Output Detector (Gao et al., 2022); how-
ever, that study does not contain any extreme values like 0.11%. These two outliers might indicate that AI content 
detectors can sometimes be inaccurate even if the generated essays were not edited. However, in this research where 
its goal is to evaluate the impact of post-editing on AI content detector, these outliers might be a limitation and nega-
tively impact the accuracy of the experiment, because they cause the mean values to be skewed toward the outliers. 
 
Prompt Variation 
Another one of the limitations of the research is that prompt variation is limited. The random prompt selection pro-
cess predominantly included former AP prompts, which are frequently used in AP classes. However, students who 
are not enrolled in AP Language and Composition courses may not encounter those AP prompts as frequently. As a 
result, the prompts employed in this study may not offer a comprehensive representation of the English prompts 
commonly used by high school students. Moreover, this study only incorporated five distinct versions of prompts, 
further limiting its scope. Consequently, the findings of this research may solely apply to specific types of English 
essay prompts. Future studies should consider examining a wider range of prompt variations, as certain essay types 
may exhibit differing levels of detectability. 
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Editing Techniques 
One additional limitation of this research is that when replacing words with synonyms was used as an essay editing 
technique, only the third noun in each paragraph was changed to a synonym. Given that the introductory sentences 
of each paragraph in essays are often similar, it resulted in a significant number of the replaced third nouns being 
identical. As a result, there is a lack of variation in the nouns being edited, which might lead to the “percentage 
fake” detected for essays with synonyms unable to fully represent its population. With this limitation present in this 
research, future studies can implement more intricate essay editing techniques. 
 
Validity 
 
Although there are many limitations in this study, it does not undermine the validity of the data collected and obser-
vations made in this research. This is because all research processes carefully followed the method section; there-
fore, any potential human errors are minimized. The tools used in this research were also official programs that 
are available free for the public to use. 
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