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ABSTRACT 
 
Fake news has had a significant effect on society and politics. To aid in combating the spread of misinformation, we 
worked to develop a machine learning algorithm that could detect fake news based on textual data. We used a count 
vectorizer to vectorize our text which we then inputted into Logistic Regression, Support Vector Machine (SVM), and 
Linear Support Vector Classifier (SVC) models. The greatest accuracy score achieved was 99.97% with the Linear 
SVC. We discovered however that there was a significant difference in how the real and fake news datasets were 
constructed that would not translate into real life: the true news articles contained quotation marks, apostrophes, and 
dashes while these characters were not present in the fake news articles. Because of this, we also developed a more 
applicable Logistic Regression model removing these specific characters from the dataset all together with an accuracy 
score of 98.4%. 
 

Introduction 
 
Through this research, we aimed to develop an A.I. model that could classify news articles as either real or fake based 
on the text. In 2016 and the years to follow, concerns of fake news have spread across social media, providing users 
with false information [2]. Researchers at MIT found that fake news spreads to people six times faster than true news 
[4]. In the 2020 U.S. presidential election, President Trump posted on Twitter that it was “statistically impossible [for 
him] to have lost,” despite opposing evidence, leading his followers to make incorrect assumptions [5]. On January 
6th, 2021, the effects of Trump’s tweets turned violent as thousands of the president’s followers protested Biden’s 
victory at the U.S. Capitol Building [5]. 

For our model, we used a dataset of 44,898 articles containing real and fake news. We took the raw language 
data from the text of the article and tokenized it. This was then converted into numerical data using a count vectorizer. 
We observed Logistic Regression, Support Vector Machine (SVM), and Linear Support Vector Classifier (SVC) 
models to classify the inputted contents of an article as either real or fake.  
 

Background 
 
In their exploration of the detection of fake news using machine learning at Chulalongkorn University in Thailand, 
Aphiwongsophon et al. received an accuracy score of 99.9% using a Linear SVM model and CNN model to detect 
fake news through twitter posts with profiled attributes [3]. The model depended on how other users classified the 
post to make its decisions, which may turn difficult when trying to classify a post that has yet to be viewed by others 
[3]. We believed it would be best for our research to base the model exclusively on text data so that fake news could 
be detected even before it spreads.  

H. Ahmed et al. explored numerous classification techniques and both a count vectorizer and weighting met-
ric to represent the text data. Their best accuracy was obtained through the use of Linear SVM and Term Frequency-
Inverse Document Frequency (TF-IDF), which takes into account the significance of each word in the dataset [1]. 
They managed an accuracy score of 92% using a dataset from Kaggle [1]. The model was limited to only one dataset 
and Ahmed et al. hoped to improve it by expanding the training data through the LIAR dataset [1]. 

Volume 12 Issue 1 (2023) 

ISSN: 2167-1907 www.JSR.org 1



   
 

Dataset 
 
Our dataset for this project was retrieved from https://www.kaggle.com/clmentbisaillon/fake-and-real-news-dataset. 
It contained 21,417 true news articles and 23,481 fake news articles. Information about each article was given, includ-
ing the title, main text, subject, and publication date. The true news was found to be sourced mainly from Reuters, 
while no true source was found for the fake news articles. This meant that all true news articles began with the word 
‘Reuters’. Because we wanted to be able to use this model on articles beyond just one source, we removed the word 
‘Reuters’ from each of the articles when preprocessing the text. 

The main text of each article was the input data used in training the model and the output would be whether 
the article was true or false. The subject of the article was excluded as the subject categories for the real and fake news 
seemed to be mutually exclusive and subject categories won’t always come with an article, making our model less 
real-world application friendly. The dates and titles of the articles were also excluded. We tokenized the data, replacing 
the long string of article text with an array of the individual words.  

We removed stop words, which are usually common words that tend to only provide “low-level information” 
about an article [7]. These include words such as ‘it’, ‘was’, and ‘or’ and were removed from articles so that the model 
would give more focus to the higher-level information. We converted all of the words to lowercase so that a word 
capitalized at the beginning of a sentence would be seen the same as if it were found elsewhere. We considered 
removing punctuation but decided against it as certain punctuation marks such as the exclamation may be more com-
mon in one type of news than the other. 

We used a count vectorizer to convert the text data into numerical data. The arrays of words from the articles 
were replaced with arrays of numbers. The 1000 most common words from the training data were used, so that each 
article had a corresponding array of 1000 numbers. Each number symbolized the number of times a certain word 
appears in the article.  

We used a test size of 33% and stratified based on y when splitting the data into training and testing data. 
After splitting the data, we used a word cloud to visualize common words in the real and fake news articles in the 
training data. The most popular words in fake news articles seemed to be ‘Trump’, ‘said’, ‘President’, and ‘New’, 
while in real news they were ‘said’, ‘Trump’, ‘State’, and ‘would’. 
 
 

 
Figure 1: Word Cloud for fake news 
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Figure 2: Word Cloud for real news 

Methodology 
 
We looked at several classification models to achieve our simple binary classification task. We tested Linear Support 
Vector Classification (SVC), Logistic Regression, and Support Vector Machine (SVM) models in classifying the data.  

 When tokenizing our data, we tested different combinations to see how the accuracy of our models differed. 
We tried removing all punctuation and removing stop words. We also tried using a lemmatizer, which replaced words 
with their stem if they were plural or used in a different tense.  

 While we tried removing all punctuation, as one of our tests, throughout all of our tests, we removed apos-
trophes, quotation marks, and dashes. This is because in our initial models that included punctuation, when looking at 
what words the model considered to be associated the most with real news, we noticed that quotation marks, apostro-
phes, and dashes had the highest ranking. When exploring the real and fake news provided in the dataset further, we 
noticed that punctuation marks seemed to have been excluded from the text data for the fake news articles. Because 
we wanted this model to be applicable outside of the dataset (and clearly fake news would not always lack punctuations 
like quotation marks and real news wouldn’t always possess it), we removed such punctuation marks from the dataset 
for all of our tests. 

 The remaining pieces of punctuation were kept in the data, however, as we saw that punctuation marks like 
the exclamation point and ampersand tended to indicate that an article is fake news but could still be found in real 
news articles. 
 

Results and Discussion 
 
We tested our Logistic Regression, SVM, and Linear SVC models with different methods of preprocessing the data 
to see what combination would lead the models to be more accurate. We looked at the effects of removing stop words 
and punctuation, as well as using a lemmatizer to replace words with their stem. We converted all words to lowercase 
and tried removing specific words and punctuation that seemed to only appear in the real news dataset due to the 
differing in organization of the real and fake datasets. 

 With each of these adjustments, the models were run and the accuracy scores were noted. We also looked at 
the accuracy scores of the models without altering the data to see the effect that each change had.  
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Figure 3: Accuracy rates for removing different features 
 

The graph above depicts the varying accuracy scores of the models, the Linear SVC model’s accuracy represented in 
green, the Logistic Regression model’s accuracy in blue, and the SVM model’s accuracy in orange.  

 Each model had an accuracy of over 99.5% with each alteration. The SVM had the worst accuracy while the 
Linear SVC was able to achieve the greatest accuracy score. This model tends to work well with text categorization 
as it can generalize datasets with large numbers of features [6]. We found that the Linear SVC was most efficient with 
default parameters. With the removal of stop words and the word ‘Reuters’, in addition to converting all words to 
lowercase, our Linear SVC model was able to achieve an overall accuracy score of 99.97% when determining the 
truthfulness of an article. 

With the optimal accuracy mentioned with the Linear SVC model, we looked into changing the model’s param-
eters to see if we could make it more accurate. We mainly looked into altering the C value but found that the default 
for each parameter gave the best results. 

 

 
 

Figure 4: Error as a function of C value 
 
The graph above depicts the effect of the C value on the mean absolute error of the model, with 99.97% still the 

highest accuracy the model achieved. The C parameter for the Linear SVC model had a default value of 1, which is 
included in values that caused the lowest error in the graph. 
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Continuing to work with the Linear SVC model, we further explored its accuracy. Both the true and false news 
achieved a precision, recall, and f-score of 0.999. We observed the ROC Curve as well, which can be seen in the figure 
below. 

 

 
 

Figure 5: ROC Curve 
 

In observing the dataset, we noticed that each true article contained quotation marks, apostrophes, and dashes, 
while none of the false articles contained them. In order to make our dataset more accurate outside of the dataset, we 
removed these punctuation marks entirely from the dataset. In doing so, our Linear SVC accuracy dropped from 
99.97% to 97.89%. Both the Logistic Regression and SVM models had an accuracy of 98.4%.  

We decided it best to use this as our final model as it is most applicable with articles outside of the dataset. 
This allows the model to detect fake news without getting messed up by the presence of certain punctuation marks.  

The limitations of the dataset turned out to be the most debilitating in the development of our model. Because 
the true news articles all came from one source, it is more difficult to accurately apply our model to articles from other 
sources. 

In the future when continuing our model, we plan to use more datasets with a wider variety of sources so that 
our model can work with multiple news sources. This could include the LIAR dataset that was mentioned in our 
literature review. 
 

Conclusion 
 
In this project we explored journalism and worked to develop a model that could detect fake news based on the text 
of an article. False information is shared quickly, especially on Twitter, where it can be spread up to 20 times faster 
than real news [4]. This rapid growth then creates widespread misinformation particularly in politics, influencing 
presidential elections such as that in 2016 (Allcott, Gentzkow). With our model, we hoped to be able to spot fake news 
and stop it from being shown to others.  

 We were able to get an accuracy of 99.97% with our Linear SVC model by removing stop words, converting 
words to lowercase, and removing the word ‘Reuters’ in the articles. We tokenized the data and used a count vectorizer 
to convert the article text into numerical data. Despite the high accuracy score, we realized that our model only worked 
well within the given dataset. We removed punctuation marks that only appeared in real news, as that seemed to be 
causing our model to make mistakes with articles outside of the dataset. With this setup, the highest accuracy we 
obtained was 98.4% from our Logistic Regression model. In continuing our research, we hope to use more data in 
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training our model from a variety of sources to make our model more applicable and accurate when classifying other 
articles. 
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