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ABSTRACT

There are a lot of speculations within and outside of the tennis community about whether factors like height, age, and nationality play a role in the success of a tennis player. For this study, ‘success’ is defined as making it to the Top 100 ranked list. There have been studies in the past associating height of a tennis player with success, but this has primarily been done for men’s tennis players. In this study, we establish the relation between height and success of women tennis players. We also consider two additional factors: age and nationality. We mathematically conclude using Pearson’s correlation coefficient whether there is any statistical correlation between these three factors and success. Once we establish the relationship, we develop an Artificial Intelligence model to predict future successful players based on historical tennis data. Since earlier studies have already considered height as one of the success factors, our machine learning model uses Naïve Bayes’ to determine the probability of success using all three factors to predict success with an accuracy of 0.67 for dataset used. The individual Pearson correlation coefficients for height and age with success, demonstrating the applicability of factors in identifying a player’s potential for success are 0.23 and 0.19 respectively. Further research can be conducted by using more factors or larger dataset and could foster greater understanding of female success in tennis.

Introduction

A lot of tennis players wonder if they will make it to the Top 100 rank. Nowadays, machine learning can come up with an answer to questions like this when given enough data. Machine learning can constantly learn recent trends based on historical and current data to determine a player’s odds of success.

Machine learning is being used in sports more and more by the day. In tennis, there is an effort to improve the tactical game by applying machine learning algorithms towards analyzing different parts of a match. But machine learning is mostly used to predict the outcome of a match ((Sipko, M. (2015). Machine Learning for the Prediction of Professional Tennis Matches.)).

This is used widely in the betting industry. However, not many have used machine learning to analyze the success factors of tennis players. One reason could be that it is difficult to predict success. Just the collection of data for so many factors is a daunting task.

There are very few studies done to predict success for female players. Over the last few years, we have seen an increasing number of female athletes competing in lawn tennis. The Women’s Tennis Association (WTA) is the official women’s tennis organization and posts a ranking list that is constantly updated and archived. Currently, there are 1576 women on the list from over 85 nations. How do they or anyone know who will make it to the Top 100?

Since lawn tennis is a physical sport, previous research has generalized the success of a player to physical attributes like height, muscle mass, and body build. However, this method does not hold true most of the time, as can
be seen in the current rankings. For example, the top-ranked women’s player, Ashleigh Barty, is 5 feet 5 inches tall, which is well below the average height for the top 100 players (5 feet 9 inches) ((Wood, R. (2016). Height of Wimbledon Players Over Time. Topend Sports Website)). This poses a problem in understanding how certain attributes affect the probabilistic success of female lawn tennis players.

This paper analyzes the relation between the ranking of a professional women’s lawn tennis player and some of her attributes, specifically age, height, and nationality, and shows the dependence of the ranking on each of these factors using machine learning. Hence, we are attempting to predict success with a combination of three factors. To achieve the stated goals of our research, the rest of the paper is organized as follows. First, in section 2, we establish our data sources, the dataset used, and the correlation between factors and success. Then in section 3, we outline the usage of Bayes’ based machine learning and Pearson’s correlation coefficient for our machine learning algorithm. We then present the results of the algorithm in section 4 followed by a brief section on the limitations in section 5. We conclude the paper in section 6 with a discussion on related and further research.

Data

Since lawn tennis is a widely recognized sport, there are multiple databases and reference websites available for application in this study. Data is available on each professional player according to different categories. However, the data we needed was not easily available in a singular, centralized database. Therefore, the data was collected, cleaned, and processed manually. The primary site of reference was the official Women’s Tennis Association (WTA) singles ranking website. This website has rank, country, and age information for professional women tennis players. The WTA website classifies this information by month and year from 2000 up to the current month.

For this study, we defined ‘success’ as reaching the Top 100 ranked list in any given year. The following data was collected accordingly:

Top 100 ranking

We got the year-end rankings list as of 31st December for each of the last 10 years - 2012-2021 - for the Top 100 rank players. We obtained this list from the WTA website. This list was needed to train the machine learning model for successful players. A numerical value of ‘1’ was assigned for the Top 100 players. In the case of players who appeared in the Top 100 ranking for multiple years, we only used the data on each player in their first year in the Top 100 in this time period.

Players ranked 101-300

This list was needed to train the machine learning models for unsuccessful (for the purpose of this research paper) players. We pulled this list from the WTA website as of 31st December for the last 10 years- 2012 to 2021- for Top 100 rank players. A numerical value of ‘0’ was assigned for these players. Since there was a high possibility that a player could be part of the unsuccessful list in multiple years, we used the data from only one instance of each player in the first year their 101- 300 ranking appeared. If a player was included in the top 100 list, all instances of the player were deleted from the ‘unsuccessful’ list.

Factor 1 – Age of player

Calculating the age of the player as of that ranking year was crucial and this data is not readily available. WTA gives only the current age of the player, not their age during the ranking year. So, we had to search for the birth year of each player manually from the WTA player profile and then subtract it from the ranking year to get the age of the
player. ((Women’s Tennis Association (n.d), Active WTA Players))

Factor 2 — Height of the player

The WTA ranking list does not provide height of the player, so we had to manually obtain the height of each player from the WTA player profile. ((Women’s Tennis Association (n.d), Active WTA Players))

Factor 3 — Nationality

We got this information from the WTA site, but we had to give a distinct numerical value to each country so that the machine learning algorithm can consider it in Bayes’ theorem. Players whose information was not available were excluded from this list. Despite these challenges, 1633 records spread over the past 10 years were collected.

Methodology

For our research question, ‘How can machine learning determine the probability of professional women lawn tennis players making it to the Top 100 rank based on attributes like height, age, and nationality?’, we used Pearson’s Correlation Coefficient to determine if factors selected influenced success, and then used Bayes’ Theorem to calculate the probability of success as can be computed using these factors. The following section outlines the steps of this methodology in greater depth:

Data assembly

A data file containing the information of all players was created. All the factors including Nationality and Success were converted to Numerical values.

Using Pearson’s correlation coefficient

The next step was to find Pearson’s correlation coefficient to prove there is a relation between the factors and success. The correlations are allotted values between 1 and -1, where 1 is an absolute positive correlation, -1 is an absolute negative correlation and 0 signifies no correlation between the data. This means a positive value shows that the data is in direct proportion and a negative value shows that it is in inverse proportion. ((Glen, S. (n.d). Correlation Coefficient: Simple Definition, Formula, Easy Steps. Statistics How To)). The larger the absolute value of the coefficient, the stronger the relationship between the data is. The Pearson’s Correlation Coefficient is calculated using Equation 1:

\[ r = \frac{n(\sum xy) - (\sum x)(\sum y)}{\sqrt{[n\sum x^2 - (\sum x)^2][n\sum y^2 - (\sum y)^2]}} \]

Equation 1: Pearson’s Correlation Coefficient

Pearson’s correlation coefficient for height and weight was calculated. Nationality could not be included in the calculation since the values used were the three-digit standard country codes which have no numerical logic.

Applying Naive Bayes

The next step is to use Naïve Bayes as our machine learning algorithm. Naïve Bayes uses Bayes’ Theorem to predict whether the player will be in the top 100 or not based on the values of the three features. Naïve Bayes draws influence from the Bayes theorem which describes the probability of a given event based on prior knowledge of the conditions.
that are related to that event. (Joyce, J. (2008). Bayes’ Theorem). The Bayes Theorem can be used to generate the following classification model:

$$P(y|X) = \frac{P(X|y)P(X)}{P(y)}$$

Equation 2: Bayes’ Theorem

Equation 2 can be further extended as follows:

$$P(y|x_1, x_2, x_3 \ldots x_N) = \frac{P(x_1|y) \cdot P(x_2|y) \cdot P(x_3|y) \ldots P(x_N|y) \cdot P(y)}{P(x_1) \cdot P(x_2) \cdot P(x_3) \ldots P(x_N)}$$

Equation 3: Further classification of Bayes’ Theorem

In Equations 2 and 3, X = x1, x2, x3, …xN are a list of independent predictors and y is the class label. Naive Bayes’ theorem assumes that all predictors (features) have an equally important impact on the outcome’s probability. Since there is no verified dependence of a player’s success on factors like height, nationality, and age, it was assumed that the result is equally dependent on all three factors. We will specifically use the Gaussian Naive Bayes since the feature values are continuous and are expected to follow a Gaussian distribution ((Sharma, P. (2021). Implementation of Gaussian Naive Bayes in Python Sklearn)). The algorithm was coded in Python. The following python modules were used in the program:

**Pandas**


**Sklearn.model_selection**


**Sklearn.naive_bayes**


**Scipy.stats**


**Matplotlib**


**Seaborn**


This algorithm can predict whether a player will be in the top 100 or not based on values inputted for the three features. The factors taken into consideration are height, age, and nationality. The train-test split technique was used for evaluating the performance of the machine learning algorithm.

**Results**

Based on the machine learning algorithm, our results indicated that we were able to train the model based on collected data and test the model using the test data. The below subsections outline the individual correlation of height and age with success and also explain the output and accuracy of the Naïve Bayes model in detail:

**Pearsonr Outputs**

When we executed the first step of our algorithm, we mathematically prove that there is a correlation between height and success, as well as between age and success. To glean a tentative understanding of how much each factor individually influenced the outcome, Pearson’s correlation constant was calculated separately for height and age factors. The heatmap (Figure 1), which is an output of the algorithm, shows the correlation between each factor and success.

![Heatmap showing correlation between various factors and success](image)

**Fig 1.** Heatmap showing correlation between various factors and success

For this research, let us ignore the first two rows of the heatmap. The third row of the heatmap clearly shows that height and age have positive correlations of 0.23 and 0.19 respectively with reference to success (Yes/No). This means success weakly correlates with height and age. Since the correlation coefficient for height (0.23) is greater than that of age (0.19), the preliminary dependence of success is greater on height than on age.

**Naive Bayes Outputs**

Next, the algorithm is able to predict the success of the player using three factors. Half of the dataset was used to train the model and the other half was used to verify if the prediction based on the training set was correct. The algorithm
gave an output of ‘1’ or ‘0’ based on whether the player could be in the Top 100 or not.

Accuracy

The accuracy of this model was calculated by comparing the algorithm outcome to the actual value of success. It had an accuracy of 0.67 when the training set used was 50% of the total data set, i.e., 816 data points.

Limitations

We identified some limitations which are highlighted below:

Size of dataset

The accuracy of the algorithm can be improved by ensuring a larger dataset is available. We considered unsuccessful player rankings from 200-300. We can increase the dataset from 200-1000 ranking. However, since a dataset with all factors was not readily available, the data had to be manually compiled, processed, cleaned, and analyzed. This motivated the choice of dataset for our paper.

Number of Factors


Dependence on time

Over the past few years, the average height of the top 100 professional women’s tennis players has increased slightly. However, the data set does not take this difference into account and predicts the outcome based on the value of the height.

Discussion

The previous research studies compared the height of male successful players manually to analyze the advantage height would give to certain tennis players. ((Ramamonjisoa, S. (2020). *How height matters in professional tennis?*)) Some previous research has also calculated the mean age of players to prove that age of top-ranked players has increased. ((Gallo-Salazar et al., 2015)) The basis of this research is to create a predictive machine learning mathematical model to analyze the dependency of multiple factors in determining success.

The results show that it is indeed possible for an algorithm to predict whether a player could be in the top 100 or not with the test data accuracy of 0.67. This is significant since we can estimate the player’s potential based on her age, height, and nationality.

As shown by the Pearson correlation coefficient calculation, the height of the player has slightly more of an impact on the ranking than the age. Both have a positive correlation, which means that the chance of being in the top

This research can be taken further by adding more features to the dataset to make the algorithm more accurate. It can also be built on a larger data set spanning a greater timeline. Further research on this topic could foster a greater understanding of female success in tennis, leading to greater gender equity in tennis.
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